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Abstract

The probabilistic traveling salesman problem concerns the best way to visit a set of customers located in some metric space, where each customer requires a visit only with some known probability. A solution to this problem is an a priori tour which visits all customers, and the objective is to minimize the expected length of the a priori tour over all customer subsets, assuming that customers in any given subset must be visited in the same order as they appear in the a priori tour. This problem belongs to the class of stochastic vehicle routing problems, a class which has received increasing attention in recent years, and which is of major importance in real world applications.

Several heuristics have been proposed and tested for the probabilistic traveling salesman problem, many of which are a straightforward adaptation of heuristics for the classical traveling salesman problem. In particular, two local search algorithms (2-p-opt and 1-shift) were introduced by Bertsimas.

In a previous report we have shown that the expressions for the cost evaluation of 2-p-opt and 1-shift moves, as proposed by Bertsimas, are not correct. In this paper we derive the correct versions of these expressions, and we show that the local search algorithms based on these expressions perform significantly better than those exploiting the incorrect expressions.
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1 Statement of the problem

The probabilistic traveling salesman problem (PTSP) is a traveling salesman problem (TSP) where each customer \(i = 1, 2, \ldots, n\) has a given probability \(p_i\) of requiring a visit. A feasible solution to the PTSP is an a priori tour \(\tau\) visiting all customers. The a priori tour is interpreted as providing a template for constructing a tour of any particular subset of customers. More precisely, for any given set of customers requiring a visit, they should be visited in the same order that they appear in the a priori tour. This tour construction strategy enables, for example, a supermarket supplier, to rapidly adapt its daily delivery rounds to just those
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customers that require a supply that day. Thus, given this interpretation of the a priori tour, the objective of the PTSP is to minimize the expected length of the a priori tour over all customer subsets.

The PTSP is an NP-hard problem [5, 2], and was introduced in 1985 in [12]. Heuristic approaches to this problem have been analyzed in [14, 2, 4] and an exact algorithm has been developed for small instances (up to 50 customers) in [13]. Theoretical properties of the PTSP (bounds, asymptotic analysis) have been derived in [5] and [4]. The PTSP has also recently been tackled, [6, 7, 10, 9], especially with new algorithmic approaches based on metaheuristics [11].

In this paper we restrict our attention to the homogeneous PTSP with symmetric distances, that is, a PTSP where each customer has the same probability $p$ of requiring a visit, independently of the others, and where for every couple of customers $i, j$, the distance of traveling from $i$ to $j$ is equal to the distance of traveling from $j$ to $i$.

Given an a priori tour $\tau = \tau(1), \tau(2), ..., \tau(n)$, its expected length (that is, the objective function), is computed in $O(n^2)$ by the following expression [12]:

$$E[L(\tau)] = \sum_{i=1}^{n} \sum_{r=1}^{n-1} p^2(1 - p)^{r-1}d(\tau(i), \tau(i + r)).$$

Throughout the paper we use the convention that, for any customer $i \in \{1, 2, ..., n\}$ and for any integer $r \in \{1, 2, ..., n-1\}$,

$$i \pm r = \begin{cases} (i \pm r) \mod n , & \text{if } i \pm r \neq 0 \text{ and if } i \pm r \neq n \\ n, & \text{otherwise} . \end{cases}$$

The meaning of equation (1) is as follows. In each term of the sum the distance between the $i^{th}$ city $\tau(i)$ and the $(i + r)^{th}$ city $\tau(i + r)$ is weighted by the probability that the two nodes require a visit ($p^2$) while the $r - 1$ nodes between them do not require a visit ($\left(1 - p\right)^{r-1}$). In other words, each arc $(\tau(i), \tau(i + r))$ is weighted by a probability coefficient $p^2(1 - p)^{r-1}$.

Using the full evaluation function (equation (1)) to evaluate the cost of moves in a local search is very expensive and so it would be desirable to have a ‘delta’ evaluation function (to calculate the cost difference between two neighboring tours) of a much lower complexity. To this end, Bertsimas [2, 4] has previously proposed delta evaluation expressions for two local search moves, namely 2-opt and 1-shift, described below, which compute the cost evaluations of the entire $O(n^2)$-sized neighborhood of a tour in $O(n^2)$ time. Unfortunately, as we have shown in [8], they do not correctly calculate the change in expected tour length. It is the purpose of this paper to derive correct versions of them.

The remainder of the paper is organized as follows. In the next section we describe the 2-opt move and we derive the correct recursive delta evaluation expression. Section 3 follows a similar course but with respect to the 1-shift operator. In section 4 we perform computational experiments showing the effects of using the incorrect expressions in [2] and in [4].

2 The 2-p-opt

The 2-p-opt local search was introduced by Bertsimas in [2], later published in an article by Bertsimas and Howell [4], and applied again by Bertsimas, Chervi and Peterson in [3].

Given an a priori tour $\tau$, its 2-p-opt neighborhood is the set of tours obtained by reversing a section of $\tau$ (that is, a set of consecutive nodes) and adjusting the arcs adjacent to the reversed section, as for example in Figure 1.
2-P-OPT

Figure 1: Tour $\tau = 1, 2, \ldots, i, i + 1, \ldots, j, j + 1, \ldots, n$ (left) and tour $\tilde{\tau} = 1, 2, \ldots, i - 1, j, j - 1, \ldots, i, j + 1, \ldots, n$ (right) obtained from $\tau$ by reversing the section $(i, i + 1, \ldots, j)$, with $n = 10, i = 3, j = 7$.

2.1 Derivation of the correct expressions for the cost of a 2-p-opt move

Consider, without loss of generality, a tour $\tau = 1, 2, \ldots, i, i + 1, \ldots, j, j + 1, \ldots, n$ and a tour $\tilde{\tau} = 1, 2, \ldots, j, j - 1, \ldots, i, j + 1, \ldots, n$ obtained by reversing a section $(i, i + 1, \ldots, j)$ of $\tau$, where $i \in \{1, 2, \ldots, n\}$, $j \in \{1, 2, \ldots, n\}$, and $i \neq j$. Let $\Delta E_{i,j}$ denote the change in the expected length $E[L(\tilde{\tau})] - E[L(\tau)]$.

In the following, the correct recursive formula for $\Delta E_{i,j}$ is derived for the 2-p-opt move set. This derivation consists in first developing a formula for $\Delta E_{i,j}$ and then finding a recursive form of this.

Let $j = i + k$ (we are using the notation expressed by (2)). For $k = 1$ we believe the expression given in [2] and in [4] for $\Delta E_{i,i+k}$ (equation (18)) is correct. Therefore, we focus on the case $k \geq 2$ (and $k \leq n - 2$). Let us state a few definitions.

Definition 1 inside $= \{i, \ldots, i + k\}$, that is, the ‘inside’ of the reversed section

Definition 2 outside = all nodes $-$ inside

Definition 3 $\Delta[S,T]_{i,i+k} = \text{interaction between a set of nodes } S \text{ and a set of nodes } T$, that is, the contribution to $\Delta E_{i,i+k}$ due to the arcs connecting nodes in $S$ with nodes in $T$ and vice versa.

The change in expected tour length $\Delta E_{i,i+k}$ is caused by the fact that arcs between some pairs of nodes are given different weights in the two tours $\tau$ and $\tilde{\tau}$. In other words, $\Delta E_{i,i+k}$ is due to the non-zero interactions between the nodes of the problem. It is not difficult to verify that the interactions between outside and outside and between inside and inside are zero. Therefore, the only contribution to $\Delta E_{i,i+k}$ is given by the interactions between inside and outside, that is,

$$\Delta E_{i,i+k} = \Delta[\text{inside}, \text{outside}]_{i,i+k}.$$  \hspace{1cm} (3)

Let $q = 1 - p$. The contribution from arcs between inside and outside to the expected tour length of the undisturbed tour $\tau$ is

$$p^2 \sum_{t=1}^{k+1} q^{t-1} \sum_{r=1}^{n-k-1} q^{r-1}[d(i - r, i + t - 1) + d(i + k - t + 1, i + k + r)].$$  \hspace{1cm} (4)
In the disturbed tour $\tilde{\tau}$, the contribution of the same arcs is

$$p^2 \sum_{t=1}^{k+1} q^{t-1} \sum_{r=1}^{n-k-1} q^{r-1} [d(i + t - 1, i + k + r) + d(i - r, i + k - t + 1)].$$

(5)

By subtracting (4) from (5), we obtain the interaction between inside and outside, that is, by equation (3):

$$\Delta E_{i,i+k} = p^2 \sum_{t=1}^{k+1} q^{t-1} \sum_{r=1}^{n-k-1} q^{r-1} [d(i + t - 1, i + k + r) + d(i - r, i + k - t + 1)
- d(i - r, i + t - 1) - d(i + k - t + 1, i + k + r)].$$

(6)

Consider now the case when the section from $i + 1$ to $i + k - 1$ of $\tau$ is reversed. Then the difference in expected length is

$$\Delta E_{i+1,i+k-1} = p^2 \sum_{t=1}^{k-1} q^{t-1} \sum_{r=1}^{n-1-k} q^{r-1} [d(i + t, i + k + r - 1) + d(i + 1 - r, i + k - t)
- d(i - r + 1, i + t) - d(i + k - t, i + k + r - 1)].$$

(7)

From the two above expressions (6) and (7) it is possible to extract a recursive equation which relates $\Delta E_{i,i+k}$ to $\Delta E_{i+1,i+k-1}$

$$\Delta E_{i,i+k} = \Delta E_{i+1,i+k-1} + \epsilon.$$  

(8)

Observe that the difference between $\Delta E_{i,i+k}$ and $\Delta E_{i+1,i+k-1}$ will only involve arcs which are connected to nodes $i$ and $i + k$, that is,

$$\epsilon = \text{terms with } i \text{ and } i + k \text{ in } \Delta E_{i,i+k} - \text{terms with } i \text{ and } i + k \text{ in } \Delta E_{i+1,i+k-1}.$$  

(9)

So, let us extract the terms which contain the appropriate arcs from (6) and (7). The terms with $i$ in $\Delta E_{i,i+k}$ are (from equation (6))

$$p^2 \sum_{r=1}^{n-k-1} q^{r-1} [(1 - q^k) d(i, i + k + r) + (q^k - 1) d(i - r, i)],$$

(10)

and the terms with $i + k$ in $\Delta E_{i,i+k}$ are (from equation (6))

$$p^2 \sum_{r=1}^{n-k-1} q^{r-1} [(q^k - 1) d(i + k, i + k + r) + (1 - q^k) d(i - r, i + k)].$$

(11)

The terms with $i$ in $\Delta E_{i+1,i+k-1}$ are (from equation (7))

$$p^2 \sum_{t=1}^{k-1} q^{t-1} [(q^{n-k} - 1) d(i + t, i) + (1 - q^{n-k}) d(i, i + k - t)],$$

(12)

and the terms with $i + k$ in $\Delta E_{i+1,i+k-1}$ are (from equation (7))

$$p^2 \sum_{t=1}^{k-1} q^{t-1} [(1 - q^{n-k}) d(i + t, i + k) + (q^{n-k} - 1) d(i + k - t, i + k)].$$

(13)
By subtracting (12) and (13) from (10) and (11) we obtain
\[
\epsilon = p^2 \{(1 - q^k) \sum_{r=1}^{n-k-1} q^{r-1}[d(i, i + k + r) - d(i - r, i) + d(i + k, i + k + r) - d(i - r, i + k)]
+ (1 - q^{n-k}) \sum_{r=1}^{k-1} q^{r-1}[d(i + r, i) - d(i, i + k - r) - d(i + r, i + k) + d(i + k - r, i + k)]\}.
\tag{14}
\]

Now, let us consider the two dimensional matrices of partial results \( A \) and \( B \), as given in [4]
\[
A_{i,k} = \sum_{r=k}^{n-1} q^{r-1} d(i, i + r) \quad \text{and} \quad B_{i,k} = \sum_{r=k}^{n-1} q^{r-1} d(i - r, i), \quad 1 \leq k \leq n - 1, \quad 1 \leq i \leq n.
\tag{15}
\]

By expressing equation (14) in terms of \( A \) and \( B \) we obtain
\[
\epsilon = p^2 \{(q^{-k} - 1) A_{i,k+1} + (q^k - 1)(B_{i,1} - B_{i,n-k})
+ (q^k - 1)(A_{i+k,1} - A_{i+k,n-k}) + (q^{-k} - 1)(B_{i+k,k+1})
+ (1 - q^{-n-k})(A_{i,1} - A_{i,k}) + (1 - q^{k-n})B_{i,n-k+1}
+ (1 - q^{k-n})A_{i+k,k-n-k+1} + (1 - q^{n-k})(B_{i+k,1} - B_{i+k,k})\}.
\tag{16}
\]

Finally, the above expression, together with equation (8) leads to the following recursive equation for the change in expected tour length
\[
\Delta E_{i,i+k} = \Delta E_{i+1,i+k-1} + p^2 \{(q^{-k} - 1) A_{i,k+1} + (q^k - 1)(B_{i,1} - B_{i,n-k})
+ (q^k - 1)(A_{i+k,1} - A_{i+k,n-k}) + (q^{-k} - 1)(B_{i+k,k+1})
+ (1 - q^{-n-k})(A_{i,1} - A_{i,k}) + (1 - q^{k-n})B_{i,n-k+1}
+ (1 - q^{k-n})A_{i+k,k-n-k+1} + (1 - q^{n-k})(B_{i+k,1} - B_{i+k,k})\}.
\tag{17}
\]

This expression differs from the one proposed by Bertsimas in [2] in the sign of the last four terms inside the squared brackets, and from the expression proposed by Bertsimas-Howell in [4] also in the first term on the right side. Recall that equation (17) is valid for \( k \geq 2 \). In the case \( k = 1 \) the expression for \( \Delta E_{i,i+k} \), as published in [2] and [4], is correct, and it is the following
\[
\Delta E_{i,i+1} = p^2 [q^{-1} A_{i,2} - (B_{i,1} - B_{i,n-1}) - (A_{i+1,1} - A_{i+1,n-1}) + q^{-1} B_{i+1,2}].
\tag{18}
\]

### 2.2 The 2-p-opt local search

The 2-p-opt local search proposed by Bertsimas and also implemented by us proceeds in two phases. The first phase consists of computing \( \Delta E_{i,i+1} \) for every value of \( i \) (by means of equation (18)), and at the same time accumulating the two matrices of partial results \( A \) and \( B \).

Note that since the computation of \( \Delta E_{i,i+1} \) only involves two rows of \( A \) and \( B \), one can proceed to the next pair of nodes without recomputing each entire matrix. Each time a negative \( \Delta E_{i,i+1} \) is encountered, one immediately switches the two nodes involved. The \( n \) calculations of phase one require \( O(n) \) time apiece, or \( O(n^2) \) time in all. At the end of this phase, an a priori tour is reached for which every \( \Delta E_{i,i+1} \) is positive,
procedure FirstPhase() of 2-p-opt and 1-shift local search
    \( \tau := \) starting solution
    for \( (i = 1, 2, \ldots, n) \)
        compute rows \( i \) and \( i + 1 \) of matrices \( A \) and \( B \)
        compute \( \Delta E_{i,i+1} \) according to equation (18)
        if \( \Delta E_{i,i+1} < 0 \)
            \( \tau := \) the tour obtained from \( \tau \) by switching node \( \tau(i) \) with node \( \tau(i + 1) \)
        end if
    end for
    if (the starting solution has changed)
        re-compute the full matrices \( A \) and \( B \)
    end if
end procedure

Figure 2: Pseudocode description of the first phase of the 2-p-opt and 1-shift algorithms, where only swapping of two consecutive nodes are considered.

and the matrices \( A \) and \( B \) are complete and correct for that tour. Figure 2 shows the pseudocode describing this first phase of the local search, which, as will be clear in section 3, is valid also for the 1-shift algorithm. The second phase of the local search consists of computing \( \Delta E_{i,j} \) recursively by means of equation (17). Since each \( \Delta E_{i,j} \) in phase two is computed in \( O(1) \) time, this phase, and thus the entire 2-p-opt checking sequence, is performed in \( O(n^2) \). See Figure 3 for the pseudocode of the 2-p-opt local search.

Note that this procedure is much faster than using the full evaluation function (equation (1)) for the cost of each 2-p-opt move. In fact, the full evaluation would require \( O(n^2) \) time for the cost calculation of each move, and \( O(n^4) \) time for the entire 2-p-opt checking sequence (since the neighborhood size of 2-p-opt is \( O(n^2) \)).

3 The 1-shift

The 1-shift local search was introduced by Bertsimas in [2], later published in an article by Bertsimas and Howell [4], and applied again by Bertsimas, Chervi and Peterson in [3]. Given an a priori tour \( \tau \), its 1-shift neighborhood is the set of tours obtained by moving a node which is at position \( i \) to position \( j \) of the tour, with the intervening nodes being shifted backwards one space accordingly, as for example in Figure 4.

3.1 Derivation of the correct expressions for the cost of a 1-shift move

Consider, without loss of generality, a tour \( \tau = 1, 2, \ldots, i, i + 1, \ldots, j, j + 1, \ldots, n \) and a tour \( \tilde{\tau} = 1, 2, \ldots, i - 1, i + 1, \ldots, j, i, j + 1, \ldots, n \) obtained from \( \tau \) by moving node \( i \) to position \( j \) and shifting backwards one space the nodes \( i + 1, \ldots, j \), where \( i \in \{1, 2, \ldots, n\} \), \( j \in \{1, 2, \ldots, n\} \), and \( i \neq j \). Let \( \Delta E_{i,j} \) denote the change in the expected length \( E[L(\tilde{\tau})] - E[L(\tau)] \).

In the following, the correct recursive formula for \( \Delta E_{i,j} \) is derived for the 1-shift move set. This derivation follows a line similar to the one for the 2-p-opt.

Let \( j = i + k \) (we are using the notation expressed by (2)). Note that, for \( k = 1 \), the tour \( \tilde{\tau} \) obtained by 1-shift is the same as the one obtained by 2-p-opt, for which we believe [2] and [4] gives the correct expression
**procedure** 2-p-opt()

$\tau := \text{starting solution}$

FirstPhase()

$k := 2$

(1) while ( $k \leq n - 2$ and time is not over)

$i := 1$

(2) while ( $i \leq n$)

compute $\Delta E_{i,i+k}$

if ( $\Delta E_{i,i+k} < 0$)

$\tau := \text{tour obtained by inverting section } \tau(i), \tau(i+1), \ldots, \tau(i+k)$ of $\tau$

FirstPhase()

$k := 2$

go to (1)

else $i := i + 1$

end if

end while (2)

$k := k + 1$

end while (1)

end procedure

Figure 3: Pseudocode description of the 2-p-opt algorithm. The 2-p-opt is implemented as a first-improvement local search, that is, when a neighbor better than the current solution is found, the current solution is immediately updated with the neighbor solution, and the search is restarted. When there are no improving solutions in the neighborhood, or when the time is over, the search stops.

---

**1-SHIFT**

![Diagram of 1-SHIFT](image)

Figure 4: Tour $\tau = 1, 2, \ldots, i, i+1, \ldots, j, j+1, \ldots, n$ (left) and tour $\tilde{\tau} = 1, 2, \ldots, i-1, i+1, i+2, \ldots, j, i, j+1, \ldots, n$ (right) obtained from $\tau$ by moving node $i$ to position $j$ and shifting backwards one space the nodes $i+1, \ldots, j$, with $n = 10, i = 3, j = 7$. 

---
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(equation (18)). Therefore, we focus on the case \( k \geq 2 \) (and \( k \leq n - 2 \)).

Let us re-define the notions of inside, outside and interaction adapting them to the case of the 1-shift.

**Definition 4** inside = \{i + 1, \ldots, i + k\}, that is, the ‘inside’ of the shifted section

**Definition 5** outside = all nodes – inside – \{i\}

**Definition 6** \( \Delta'[S,T]_{i,i+k} \) = interaction between a set of nodes \( S \) and a set of nodes \( T \), that is, the contribution to \( \Delta'E'_{i,i+k} \) due to the arcs connecting nodes in \( S \) with nodes in \( T \) and vice versa.

The change in expected tour length \( \Delta E'_{i,i+k} \) is caused by the fact that arcs between some pairs of nodes are given different weights in the two tours \( \tau \) and \( \tilde{\tau} \). In other words, \( \Delta E'_{i,i+k} \) is due to the non-zero interaction between the nodes of the problem. It is not difficult to verify that the interaction between outside and outside and between inside and inside is zero. Therefore, the only contribution to \( \Delta E'_{i,i+k} \) is given by the interaction between inside \( \cup \{i\} \) and outside, and between \( \{i\} \) and inside, that is

\[
\Delta E'_{i,i+k} = \Delta'[\text{inside} \cup \{i\}, \text{outside}]_{i,i+k} + \Delta'[\{i\}, \text{inside}]_{i,i+k}. \tag{19}
\]

In the following, we first derive a recursive expression for the interaction between inside \( \cup \{i\} \) and outside (STEP A), and then for the interaction between \( \{i\} \) and inside (STEP B).

**STEP A:** Interaction between inside \( \cup \{i\} \) and outside.

Let \( q = 1 - p \). The contribution from arcs between inside \( \cup \{i\} \) and outside to the expected tour length of the undisturbed tour \( \tau \) is

\[
p^2 \sum_{t=1}^{k+1} q^{t-1} \sum_{r=1}^{n-k-1} q^{r-1}[d(i - r, i + t - 1) + d(i + k + t - 1, i + k + r)]. \tag{20}
\]

In the disturbed tour \( \tilde{\tau} \), the contribution of the same arcs is

\[
p^2 \{ \sum_{r=1}^{n-k-1} q^{r-1}[q^k d(i - r, i) + d(i, i + k + r)] + \sum_{t=1}^{k} q^{t-1} \sum_{r=1}^{n-k-1} q^{r-1}[q d(i + k - t + 1, i + k + r) + d(i - r, i + t)] \}. \tag{21}
\]

By subtracting (20) from (21), we obtain the interaction between inside \( \cup \{i\} \) and outside

\[
\Delta'[\text{inside} \cup \{i\}, \text{outside}]_{i,i+k} = p^2 \{ \sum_{r=1}^{n-k-1} q^{r-1}[(q^k - 1)d(i - r, i) + (1 - q^k)d(i, i + k + r)]
+ \sum_{t=1}^{k} q^{t-1} \sum_{r=1}^{n-k-1} q^{r-1}[(1 - q)d(i - r, i + t) + (q - 1)d(i + k - t + 1, i + k + r)] \}. \tag{22}
\]

Consider now the case where \( j = i + k - 1 \). Then the interaction between inside \( \cup \{i\} \) and outside is

\[
\Delta'[\text{inside} \cup \{i\}, \text{outside}]_{i,i+k-1} = p^2 \{ \sum_{r=1}^{n-k} q^{r-1}[(q^{k-1} - 1)d(i - r, i) + (1 - q^{k-1})d(i, i + k - 1 + r)]
+ \sum_{t=1}^{k-1} q^{t-1} \sum_{r=1}^{n-k} q^{r-1}[(1 - q)d(i - r, i + t) + (q - 1)d(i + k - t, i + k - 1 + r)] \}. \tag{23}
\]
From the two above expressions (22) and (23) it is possible to extract a recursive equation which relates \( \Delta'[\text{inside} \cup \{i\}, \text{outside}]_{i,i+k} \) to \( \Delta'[\text{inside} \cup \{i\}, \text{outside}]_{i,i+k-1} \)

\[
\Delta'[\text{inside} \cup \{i\}, \text{outside}]_{i,i+k} = \Delta'[\text{inside} \cup \{i\}, \text{outside}]_{i,i+k-1} + \delta,
\]

that we complete by expressing \( \delta \) in terms of the matrices \( A \) and \( B \). Observe that the difference between \( \Delta'[\text{inside} \cup \{i\}, \text{outside}]_{i,i+k} \) and \( \Delta'[\text{inside} \cup \{i\}, \text{outside}]_{i,i+k-1} \) will only involve arcs which are connected to nodes \( i \) and \( i + k \), that is,

\[
\delta = \text{ terms with } i \text{ and } i + k \text{ in } \Delta'[\text{inside} \cup \{i\}, \text{outside}]_{i,i+k}
- \text{ terms with } i \text{ and } i + k \text{ in } \Delta'[\text{inside} \cup \{i\}, \text{outside}]_{i,i+k-1}.
\]

So, let us extract the terms which contain the appropriate arcs from (22) and (23). The terms with \( i \) and \( i + k \) in \( \Delta'[\text{inside} \cup \{i\}, \text{outside}]_{i,i+k} \) are (from (22)):

\[
p^2 \sum_{r=1}^{n-k-1} q^{r-1} [(q^k - 1)d(i - r, i) + (1 - q^k)d(i, i + k + r)]
+ (q - 1)d(i + k, i + k + r) + (q^{k-1} - q^k)d(i - r, i + k)],
\]

and the terms with \( i \) and \( i + k \) in \( \Delta'[\text{inside} \cup \{i\}, \text{outside}]_{i,i+k-1} \) are (from (23)):

\[
p^2 \sum_{t=1}^{k-1} q^{t-1}[q^{n-k-1}(1 - q)d(i + k, i + t) + (q - 1)d(i + k - t, i + k)]
+ \sum_{r=1}^{n-k} q^{r-1}[(q^{k-1} - 1)d(i - r, i) + (1 - q^{k-1})d(i, i + k + r - 1)]
\]

Now, by subtracting (27) from (26) and by applying the definition of \( A \) and \( B \) (15) we obtain the following expression

\[
\delta = p^2(q^k - 1)(B_{i,1} - B_{i,n-k}) + (q^{k-1} - 1)A_{i,k+1}
+ (1 - q^{k-1})(B_{i,1} - B_{i,n-k+1}) + (1 - q^{k+1})A_{i,k}
+ (q - 1)(A_{i+k,1} - A_{i+k,n-k}) + (q^{k-1} - 1)B_{i+k,k+1}
+ (1 - q)(B_{i+k,1} - B_{i+k,k}) + (1 - q^{k-1})A_{i+k,n-k+1},
\]

which completes the recursive expression (24).

\( \Box \) end of STEP A.

Now we need to evaluate the interaction between \( \{i\} \) and inside, and this is done in STEP B.

STEP B: The contribution from arcs between \( \{i\} \) and inside to the expected tour length of the undisturbed tour \( \tau \) is

\[
p^2 \sum_{t=1}^{k} q^{t-1}(q^k - 1)d(i, i + t) + q^{n-k-1}q^{t-1}d(i + k - t + 1,i)].
\]
In the disturbed tour $\tilde{\tau}$, the contribution of the same arcs is

$$p^2 \sum_{i=1}^{k} [q^{i-1} d(i + k + 1 - t, i) + q^{n-k-1} q^{i-1} d(i, i + t)].$$

(30)

By subtracting (29) from (30), we obtain the interaction between $\{i\}$ and inside

$$\Delta'[i, \text{inside}]_{i,i+k} = p^2 (q^{n-k-1} - 1) \sum_{i=1}^{k} q^{i-1}[d(i, i + t) - d(i + k + 1 - t, i)].$$

(31)

Consider now the case where $j = i + k - 1$. Then the interaction between $\{i\}$ and inside is

$$\Delta'[i, \text{inside}]_{i,i+k-1} = p^2 (q^{n-k} - 1) \sum_{i=1}^{k-1} q^{i-1}[d(i, i + t) - d(i + k - t, i)].$$

(32)

From the two above expressions (31) and (32) it is possible to extract a recursive equation which relates $\Delta'[i, \text{inside}]_{i,i+k}$ to $\Delta'[i, \text{inside}]_{i,i+k-1}$

$$\Delta'[i, \text{inside}]_{i,i+k} = \Delta'[i, \text{inside}]_{i,i+k-1} + \gamma,$$

(33)

which implies

$$\gamma = \Delta'[i, \text{inside}]_{i,i+k} - \Delta'[i, \text{inside}]_{i,i+k-1}.$$  

(34)

Now, by subtracting (32) from (31) and by applying the definition of $A$ and $B$ (15) we obtain the following expression

$$\gamma = p^2 [(q^{n-k-1} - 1)(A_{i,1} - A_{i,k+1}) + (q^{k+1-n} - 1)B_{i,n-k} + (1 - q^{n-k})(A_{i,1} - A_{i,k}) + (1 - q^{k-n})B_{i,n-k+1}].$$

(35)

which completes the recursive expression (33).

$\square$ end of STEP B.

Finally, by considering equations (19), (24) and (33), we can write

$$\Delta'E_{i,i+k} = \Delta'E_{i,i+k-1} + \delta + \gamma,$$

which, by considering the expressions for $\delta$ (28) and $\gamma$ (35), becomes,

$$\Delta'E_{i,i+k} = \Delta'E_{i,i+k-1} + p^2 [(q^{-k} - q^{n-k-1})A_{i,k+1} + (q^{-k} - q^{k-1})B_{i,n-k} + (q^{n-k-1} - q^{-k})A_{i,1} + (q^{-k} - q^{k-1})A_{i,k} + (q^{n-k-1} - q^{-k})B_{i,n-k+1} + (q^{-1} - q^{k-1})A_{i+k,n-k+1} + (1 - q^{-1})(A_{i+k,1} - A_{i+k,n-k}) + (1 - q^{-1})(B_{i+k,1} - B_{i+k,k}).$$

(36)
procedure 1-shift()
   \( \tau \) := starting solution
   \( \text{FirstPhase()} \)
   while (not in local optimum and time is not over)
      initialize_best_neighbor()
      for (\( i = 1, 2, \ldots, n \))
         for (\( k = 2, \ldots, n - 2 \))
            compute \( \Delta'E_{i,i+k} \)
            update_best_neighbor()
      end for
   end while
   if (best_neighbor is better than \( \tau \))
      \( \tau \) := tour obtained from \( \tau \) by inserting \( \tau(i) \) after \( \tau(i+k) \)
      \( \text{FirstPhase()} \)
   else STOP
      end if
   end procedure

Figure 5: Pseudocode description of the 1-shift algorithm. The 1-shift is implemented as a best-improvement local search, that is, the whole neighborhood is explored and the current solution is updated with the best (improving) neighbor solution. When there are not improving solutions in the neighborhood, or when the time is over, the search stops.

This expression differs from the one proposed by Bertsimas in [2] and [4] by the first six terms on the right side inside the square brackets, and it can be further simplified to

\[
\Delta'E_{i,i+k} = \Delta'E_{i,i+k-1} + p^2[(q^{n-k} - q^{-k})(qA_{i,k} - A_{i,k+1})
+ (q^{n-k-n} - q^{-k-1})(qB_{i,n-k} - B_{i,n-k+1})
+ (1 - q^{-1})(q^{k}B_{i,1} - B_{i+k,k+1})
+ (q^{-1} - 1)(q^{-k}A_{i,1} - A_{i+k,n-k+1})
+ (q - 1)(A_{i+k,1} - A_{i+k,n-k})
+ (1 - q)(B_{i+k,1} - B_{i+k,k})].
\]  

Recall that equation (37) is valid for \( k \geq 2 \), and that in the case \( k = 1 \) the expression for \( \Delta'E_{i,i+k} \) as published in [2] and [4] (equation (18)) is correct.

3.2 The 1-shift local search

The 1-shift algorithm follows the same lines as the 2-p-opt algorithm: all phase one computations, including the accumulation of matrices \( A \) and \( B \), proceed in the same way (see Figure 2). The second phase of the local search consists of computing \( \Delta E_{i,j} \) recursively by means of equation (36). Like 2-p-opt, since each \( \Delta E_{i,j} \) in phase two is computed in \( O(1) \) time, this phase, and thus the entire 1-shift checking sequence, is performed
in $O(n^2)$. Using the full evaluation, the entire 1-shift checking requires $O(n^4)$ time. See Figure 5 for the pseudocode of the 1-shift local search.

4 Computational results

4.1 Experimental setup

We considered instances with $n = 100$ and with customers coordinates uniformly and independently distributed on the square $[0, 1]^2$. For generating random instances we used the Instance Generator Code of the 8th DIMACS Implementation Challenge at http://www.research.att.com/~dsj/chsp/download.html. Distances were computed with the Euclidean metric. For each of the common demand probabilities $p = 0.1, 0.2, ..., 0.9$ we generated 10 problems. Experiments were run on a PowerPC G4 400MHz, the code has been written in C++ and it is available at http://www.idsia.ch/~leo.

4.2 Comparison between correct and incorrect local search

We tested the 2-p-opt local search algorithm with three delta objective evaluation expressions: the correct one (equation (17)), the incorrect one published in [2], and the incorrect one published in [4]. We also tested two versions of the 1-shift local search algorithm: one with the correct delta objective evaluation (equation (36)) and one with the incorrect delta objective evaluation published in [2] (which is the same as that published in [4]). In the following, we denote by the prefix ‘C’, the algorithms involving the the correct delta objective evaluations (e.g., C-1shift), and by the prefix ‘I’ the ones implementing the incorrect delta objective evaluations as published in [4] (e.g., I-1shift). Since we obtained similar results with the incorrect expressions of [2] and [4], in the following we only show results obtained with the delta objective evaluation expression of [4].

For each C- and I-local search, we considered two types of starting solutions, generated with two different solution construction heuristics, namely the the Radial Sort and the Space Filling Curve heuristic. These solution construction heuristics have been extensively applied in previously published papers on the PTSP. Radial Sort builds a tour by sorting customers by angle with respect to the ‘center of mass’ of the customer spatial distribution. The ‘center of mass’ coordinates are computed by averaging over the customers coordinates. The Space Filling curve heuristic uses a function of the class of Sierpinski curves to map customers coordinates to numbers, representing the position of customers inside the a priori solution (for details, see [1]).

The absolute solution quality of the tested algorithms was evaluated with respect to near-optimal solutions which were heuristically generated in the following way. Consider three solution construction heuristics, namely Radial Sort, Space Filling Curve and Random. The Random heuristic builds a solution by generating a random permutation of the customers, and the other two heuristics are described in the previous paragraph. Consider as local search heuristics the application of both C-1shift and C-2-p-opt one after the other. This results in two local search heuristics (first C-1shift and after C-2-p-opt and vice versa). By combining the three solution construction with the two local search heuristics one obtains six different heuristics. Return the best solution found by these six heuristic combinations.

Table 1 shows the results obtained with the correct algorithms, and the percent increase resulting from the use of Bertsimas’ expressions. CPU running times in seconds are shown in parenthesis. In each line of the table the data show the average over 10 different instances. For each instance, each algorithm was run only once. Note, to evaluate the I-algorithms we checked the final solutions obtained using the full evaluation
Figure 6: percent distance from the best solution found for C-(Correct) and I-(Incorrect) local search heuristics, combined with the Radial Sort and the Space Filling Curve solution construction heuristics. Black symbols refer to C-algorithms, and white symbols refer to I-algorithms. Each point is an average over 10 different Euclidean instances with 100 customers and customer coordinates in the unit square. The customer probability is on the horizontal axis.

For the C-algorithms we confirm that this check was unnecessary because the algorithms exactly calculated the improvements obtained by the local search. In Figure 6 the relative difference between each algorithmic combination and the best near-optimal solution found is shown in a graphical form. It is clear from both Table 1 and Figure 6 that I-algorithms always give worse solution quality than to C-algorithms, as expected. From Table 1 we see that for small customer probability (p=0.1) the error in Bertsimas' expressions results in a very small worsening effect, smaller than 1%, for all heuristic combinations. The table shows that the higher the probability, the worse are I-algorithms with respect to C-algorithms. This effect is bigger for the algorithms involving the Radial Sort, where I-algorithms obtain results more than 30% worse than C-algorithms.

The running times of all algorithmic combinations are under the second, and also obtaining the best near-optimal result only took a time of the order of the second. Running times of I-algorithms (not shown), are very similar to those of C-algorithms, except for some cases, where the solution quality of a I-algorithm is very bad. In those cases the I-local search would stop improving very early, because it starts cycling between two solutions, never stopping until the maximum allowed run time is exceeded. In order to understand why cycling may occur in the I-local search, consider for instance the I-2-p-opt local search. Given a solution τ,
suppose that the section $\tau(i), \tau(i + 1), \ldots, \tau(i + k)$, with $k \geq 2$ is reversed, leading to a new solution $\tilde{\tau}$, with $\tilde{\tau}(i) = \tau(i + k), \tilde{\tau}(i + 1) = \tau(i + k - 1), \ldots, \tilde{\tau}(i + k) = \tau(i)$. This means that $\Delta E_{i,k}(\tau) < 0$. Now, due to the incorrectness of the expression for evaluating $\Delta E_{i,k}$ of [2, 4], it may happen that also $\Delta E_{i,k}(\tilde{\tau}) < 0$, and that the section $\tilde{\tau}(i), \tilde{\tau}(i + 1), \ldots, \tilde{\tau}(i + k)$ is reversed, going back to solution $\tau$. The same situation may occur in the I-1shift local search.

From Figure 6 we can see that C-1shift consistently gives the best results (among single heuristic combinations), with both the Space Filling Curve and the Radial Sort. The C-2-p-opt heuristic always gives worse results, but it is not clear if it works better with Space Filling Curve or with Radial Sort. When using I-algorithms, it seems that the starting solution is more important than the local search, since, as we see from Figure 6, the Space Filling Curve gives better results than the Radial Sort, no matter if it is combined with I-2-p-opt or with I-1shift. This is a side effect of the inaccuracy resulting from the use of incorrect local searches.

## 5 Conclusion

In this paper we derived the correct expressions for the efficient computation of the cost of 2-p-opt and 1-shift moves, in the case of homogeneous PTSP. With this derivations we confirm that it is possible to compute the cost evaluations of the entire neighborhood of a solution in $O(n^2)$ time, with both 2-p-opt and 1-shift local search algorithms. Moreover, we showed experimentally the effects of using the incorrect expressions in [2] and in [4], and we conclude that, in addition to giving incorrect estimations of solution quality, the local search algorithms based on these expressions lead to worse solutions than when the correct expressions are used.
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