A Flow Aggregation Scheme for Seamless QoS Mobility Support in Wireless Mesh Networks
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Abstract—Current solutions for network mobility support in wireless mesh networks lack Quality of Service (QoS) capabilities. Thus, they are not well suited for supporting services with QoS requirements (e.g., Voice over IP or Video on Demand). WiOptiMo is a solution, originally designed for seamless handoff management in the Internet, that was adapted for seamless inter-networking in wireless mesh networks. In this paper, we show how its basic infrastructure was modified in order to meet the QoS expectations of mobile users running heterogeneous applications on a wireless mesh network. Specifically, QoS support is provided by aggregating application traffic flows with the same characteristics to limit overhead and by relaying compressed aggregated flows to the appropriate mobility provider. We experimentally evaluate the performance of our aggregation scheme and demonstrate that link utilization is optimized and QoS is improved.
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I. INTRODUCTION

Recent years have witnessed a significant reduction in the costs of mobile computing platforms (e.g., laptops and smartphones), especially the hardware used in WiFi devices and has led to a widespread use of Wireless Mesh Networks (WMNs). WMNs provide multiple services to people using their mobile devices via a combination of fixed and mobile nodes, interconnected via wireless links to form a multi-hop ad-hoc network. WMNs are a cost-effective solution to extend the range of wired infrastructure networks with the help of easy to deploy wireless nodes. For example, the backbone of a telecom service provider can be easily expanded utilizing mechanisms to manage resources of wireless nodes [1] [2].

Existing mechanisms work only in scenarios where wireless connection stability can be ensured. For example, CARM-NET [3] [4] utilizes the WMN paradigm to enable nearby wireless devices communicate with each other and proposes a distributed resource management method that can be easily integrated with a telecom IMS software infrastructure. This method (implicitly) assumes that the underlying network connectivity is not affected by topological changes (e.g., gateway changes) caused by the mobility of network’s nodes. During those changes, packets for a given application flow might be rejected because of the change of the IP address, or they might be lost due to out-dated routing information. As a consequence, the quality and performance of correspondent applications can significantly decrease. Traditional mobility management schemes designed for IP-based networks are not suitable for WMN architectures. For example, Mobile IP [5] focuses on keeping the IP identity of a mobile node only. However, it introduces network overhead due to the protocol signaling and, consequently, causes a degradation of TCP throughput. On the other hand, since mobility support in pure ad-hoc networks focuses on rerouting (i.e., finding an alternative path in a timely manner, so that a flow can be handed off to the new path upon link disruption), these schemes perform poorly in WMNs. To overcome these limitations, several works have proposed different approaches to provide QoS and seamless mobility support in WMNs. However, many of them are not designed to manage multimedia services with QoS requirements—e.g., Voice over IP (VoIP) or Video on Demand (VoD). In this paper, we present an extension of our WiOptiMo [6] framework (described in section III) to provide generalized QoS mobility support in WMNs. In sections IV and V, we describe our enhanced framework and flow aggregation scheme to provide the required QoS to different types of applications in a WMN scenario. Finally, in section VI, we evaluate the performance improvement with respect to its standard configuration for WMNs.

II. RELATED WORK

The existing work on mobility management in WMNs focuses on providing network-layer mobility support. RFC 4886 [7] specifically addresses the issue of network mobility. The different solutions presented in literature focus on managing the address of a mobile node due to the handoff process. In general, we can distinguish between intra-domain and inter-domain mobility. The first refers to handoffs inside the same network domain, the second to handoffs between different network domains. MobileNAT [8] addresses both intra- and inter-domain mobility. MobileNAT requires a modification at the network layer stack of a mobile node and changes to the standard DHCP protocol, which introduces network latency. SyncScan [9] is a Layer-2 procedure for intra-domain handoff in 802.11 infrastructure mode networks. It achieves good performance at the expense of a required global synchronization of beacon timings between clients and access points (AP). iMesh [10] provides low handoff latency for Layer-3 intra-domain handoffs between APs of a WMN. However, the hand-
off latency depends on the number of nodes between the new and old AP. BASH [11] focuses on the design of a intra-domain Layer-2 seamless handoff scheme for 802.11 WMNs, but the handoff protocol requires modifications at every mobile client. Authors of [12] use tunneling, as well as the standard Mobile IPv6 solution [13] and most of the existing network-layer mobility management schemes based on Mobile IP, such as Mobile Party [14] and AODV-PRD [15]. Tunneling introduces extra delay for the encapsulation/de encapsulation of packets and has intrinsically low flexibility. Finally, SMesh [16] provides a 802.11 mesh network architecture for both intra-domain and inter-domain handoffs. For intra-domain handoffs, SMesh generates high network overhead, which grows linearly with the number of mobile clients. In case of inter-domain handoffs, network overhead generated by SMesh is proportional to the number of connections of a mobile client. The WiOptiMo framework provides mobility support by separately managing each application’s flow, to meet the QoS expectations of all applications. In [6], we describe the architecture of WiOptiMo and present how it is adapted to handle a WMN context in [17]. In the next sections, we show how its architecture has been modified to handle efficiently multiple application’s flow with different QoS requirements.

III. THE WiOptiMo FRAMEWORK

WiOptiMo enables handoffs initiated by a mobile device. It manages the mobility of every device with the help of two software modules: Client Network Address & Port Translator (CNAPT) and Server Network Address & Port Translator (SNAPT). Together, these two components provide decoupling between the IP address assigned to a mobile device and the IP address used to access a service on the Internet. CNAPT and SNAPT hide any change of the IP address when a mobile host moves between different access networks, inside the same domain or between different domains. In Figure 1, we present a scenario where a mobile device with IP address IPMD has an active TCP session to a corresponding node with IP address IPCN. The TCP data packets are first relayed to the local CNAPT, which in turn relays them to the SNAPT. Upon receiving packets, the SNAPT (processes and) forwards them to the IPCN address. When the mobile device moves to a new network and gets a new IP address, the change in IP does not affect the application layer because the application packets are sent to the the local CNAPT, which relays them to the SNAPT with fixed IP address (IPSNAPT). This mechanism also allows a mobile node of a WMN to change gateway transparently (e.g., when node moves out of the reach of the initial gateway due to the mobility of the associated user), without suffering service disruption. To correctly manage the handoff process, CNAPT and SNAPT exchange handshaking packets with each other using a control socket.

In a generalized setting, mobile devices have CNAPT installed on them, while an Internet server or any node in a network (as in the scenario previously described) have SNAPT installed on them.

A. WiOptiMo Architecture for a WMN

In [18], we present a general configuration of our WiOptiMo for a WMN. We exploit the flexibility of location where a SNAPT can be installed to address scalability issues that might arise in a WMN. In this scenario, multiple SNAPTs can be deployed on mesh routers or on Internet nodes to avoid network congestion in a single spot. Every mobile wireless device has CNAPT installed on it to provide independent mobility support. We use a combination of network status monitoring and user configurable policy to enable every CNAPT to choose a suitable SNAPT that will relay its application flows. At start-up, each CNAPT connects to a fixed SNAPT specified in a configuration file. Then, it receives a list of other available SNAPTs from the currently connected SNAPT, and measures the delay towards them by means of passive and active monitoring of the control connection towards the SNAPTs, used for handshaking. SNAPTs also take into account the bandwidth used by applications in order to make a more wise SNAPT choice. The CNAPTs select a SNAPT to relay their data depending on the measured delay and estimated remaining throughput (based on the application’s bandwidth requirements). This selection policy also helps in reducing the overload on any single SNAPT. Figure 2 shows WiOptiMo’s architecture for a WMN. The SNAPTs can be managed by private administrators (otherwise called mobility service providers), who may require a fee for the use of their mobility service. This circumstance might foster the competition between mobility service providers, forcing them to increase the quality of provided service and benefit the entire WMN.

B. Implementation changes

We adapted WiOptiMo’s implementation (both CNAPT and SNAPT) for low profile devices and to provide a fast handoff procedure. Figure 3 shows the changes to the basic
implementation of WiOptiMo. A TCP control socket still manages the communication between a CNAPT and a SNAPT. It provides network configuration parameters (e.g., the MTU of the underlying network) and also transmits data packets in a fall-back mode when middle-boxes, such as firewalls and/or NATs, block UDP packets. Further, the control socket is used to authenticate the CNAPT and to exchange a session key for providing data authenticity and integrity during a handoff. The CNAPT relays data packets to SNAPTs (and vice versa) using UDP sockets—this solution increases performance during handoffs, because UDP does not need to retransmit lost packets nor does it perform any connection setup. When a SNAPT receives a UDP data packet, it validates it using HMAC [19] and tests it against replay attacks using a sequence number. During handoffs (i.e., when the source IP address of data packets changes), the SNAPT updates the return IP address for the flow and transmits a keep-alive request to the CNAPT, which will reset the control connection or hasten the detection of a timeout. This event will then trigger the re-establishment of the control socket connection to the SNAPT.

IV. QoS SUPPORT IN WiOptiMo

We need an efficient delivery of heterogeneous traffic to meet the QoS requirements of applications. Since WiOptiMo relays each outgoing data flow from a client to a server application (through the link between CNAPT and SNAPT), every flow from a mobile device to its intended destination can be managed separately, according to its characteristics. In this section, we present the improvements to the WiOptiMo framework that enable it to efficiently deal with QoS, while still providing mobility support.

A. Flow classification

To meet the QoS requirements of applications, data flows are relayed to different SNAPTs based on their delay and throughput needs. In this regard, we identified four different flow classes according to the minimum throughput and maximum delay requirements of applications: High Throughput and High Delay (HT & HD), High Throughput and Low Delay (HT & LD), Low Throughput and High Delay (LT & HD), Low Throughput and Low Delay (LT & LD). In terms of throughput, the minimum threshold for classifying HT flow classes is 64kbit/s. We set the maximum delay for LD classes to 1s.

As previously stated, during the normal workflow, a CNAPT periodically measures delay (one-trip time) and throughput (amount of received data over a time period) towards the different SNAPTs. Then, for each application flow, it detects the class type on the basis of process name, protocol and port number. Every class has an assigned delay and throughput requirements and data flows get relayed to a SNAPT that meets their delay and throughput requirements.

While our solution for flow classification is conceptually similar to DiffServ [20], it doesn’t have its drawbacks. First, flow classification is performed dynamically per SNAPT, so that new flows are allocated depending on the current network performance statistics (e.g., the increase of the delay with the increase of the load). Second, our framework might refuse to serve a flow if its QoS requirements cannot be met, hence avoiding to disrupt the traffic already allocated. Moreover, the routing layer, as explained in [18], knows which traffic is managed by WiOptiMo. In this way, a QoS-aware routing mechanism can be executed whenever needed. In particular, network statistics about each single flow are reported to the routing layer so that there is no loss of granularity in the traffic management.

V. Flow Aggregation Mechanism

WiOptiMo allocates a UDP socket for each application flow (i.e., TCP connection). This behaviour does not favor the efficient handling of application flows with short frequent sessions (e.g., DNS requests), because useless computational overhead can be generated. It is also inefficient in terms of performance because the wireless link can be under-utilized. Furthermore, major unfairness may occur between competing flows—a major drawback when wireless links have high latency [21]. A naive solution would be to aggregate all data into a single flow, however applications with high bandwidth requirements would delay low latency applications. To overcome these issues, we designed a class based aggregation technique. Classified flows that belong to the same class are treated as a single aggregate and transmitted to a SNAPT using the same UDP socket. Our objective is to maximize the utilization of the available link bandwidth and reduce network overhead, thereby increasing the achieved throughput without significantly impacting the latency requirements.

Figure 4 presents the details of our aggregation mechanism.
We implemented four connection queues, one for each of the application classes defined in Section IV-A. The queues feed into a scheduler, which uses a connection strategy based on flows’ priority: the scheduler sends classes with more stringent requirements in terms first of delay and then of bandwidth. To reduce the amount of exchanged data, we enabled compression of the aggregated flows—packets are appended to the aggregated compound until their cumulative compressed size does not exceed the 70% of the underlying network’s MTU. We chose this threshold to maximize the effectiveness of aggregation without having to resort to a slower algorithm.

VI. EXPERIMENTAL RESULTS

In this section, we present the experiments conducted to assess the performance and QoS support of WiOptiMo with flow aggregation.

A. Performance of WiOptiMo with flow aggregation

We conducted experiments in three different scenarios:

1) Baseline: without WiOptiMo.
2) WiOptiMo basic.
3) WiOptiMo with flow aggregation mechanism.

Measurements showed that the performance of the baseline and WiOptiMo basic configurations are comparable (the degradation on throughput and the additional end-to-end delay introduced by the WiOptiMo solution are negligible, as presented also in [6]). For this reason, we report only the results for the baseline and WiOptiMo with flow aggregation scenarios.

In the next paragraphs, we show that our flow aggregation scheme achieves a better link utilization and reduces the amount of bytes exchanged in the network.

**Experiment setup:** We installed the WiOptiMo SNAPT on a Dell Optiplex 760 (server) and WiOptiMo CNAPT on a Dell Precision M4300 (client) with LinkSys Dual-Band Wireless A+G PCI Card. To avoid interference with nearby 802.11 access points operating on the 2.4 GHz band, we connected the client and server through a Netgear WNDR3800 wireless router (with OpenWRT 12.09 and only 802.11a networking enabled). Both client and server operated on a Linux distribution (Ubuntu 12.04 with Linux kernel 3.11).

We used the Iperf [22] network testing tool to send a stream of UDP packets (at a specific bit-rate) to server and measured the number of bytes sent between client and server using the `dumpcap` utility [23]. Instead of using the default UDP packets generated by Iperf—all packets contain same data—we configured the Iperf utility to generate UDP packets containing random text stored in a file. We performed experiments under the four different classes described in Section IV-A. For each flow class, we fixed the size of data in every UDP packet transmitted by the Iperf utility. We repeated experiments 10 times, to get more reliable results. Table I shows the characteristics of every flow generated by Iperf to measure the performance of WiOptiMo (for each application class).

We measured the performance of WiOptiMo by varying the number of flows and bit-rate of each flow, and observing their impact on the percentage of bytes saved on the link, due to flow aggregation and compression. It is calculated by subtracting pre-aggregation (and compression) bytes and post-aggregation (and compression) bytes, and dividing this difference by the pre-aggregation (and compression) bytes. This metric measures the bytes saved in the packet transfer between the client and server with the flow aggregation configuration, compared to the baseline configuration. It captures the energy spent to transfer data to the server. Since WiOptiMo performs flow aggregation and compression, this metric will enable us to measure the amount of energy that could be saved without impacting the QoS of applications.

**Results:** Figure 5 shows the percentage of bytes saved for applications with high throughput and high delay network requirements. We observe that for bit rates lower than 10Mbit/s, the percentage of bytes saved increases as the number of flows increases. Even for a single application flow, WiOptiMo with flow classification and aggregation helps in reducing, on average, the 60% of data sent between client and server. For bit-rates higher than 10Mbit/s, the percentage of bytes saved is still high but its relationship with the number of flows is no longer linear. This behaviour is due to the saturation of the system’s modules capacity (wireless card, aggregation and compression mechanisms).

In Figure 6, we observe that when applications have high throughput and low delay requirements, savings by WiOptiMo increase from 38% for single flow to a maximum of 82.5% for applications with 5 flows. For all flows, the percentage of bytes saved increases until the bit-rate reaches about 400kbit/s. For much higher rates we observe that the percentage of bytes saved remains constant.

**TABLE I: Different Parameters of the Experiment.**

<table>
<thead>
<tr>
<th>Application Class</th>
<th>Packet Size (Bytes)</th>
<th>Range of bit-rate (bit/s)</th>
<th>Range of Flows</th>
</tr>
</thead>
<tbody>
<tr>
<td>HT &amp; HD</td>
<td>1360</td>
<td>1M - 20M</td>
<td>1 - 5</td>
</tr>
<tr>
<td>LT &amp; HD</td>
<td>576</td>
<td>128k - 1M</td>
<td>1 - 5</td>
</tr>
<tr>
<td>LT &amp; LD</td>
<td>1360</td>
<td>15k - 15M</td>
<td>1 - 5</td>
</tr>
<tr>
<td>LT &amp; LD</td>
<td>100</td>
<td>15k - 128k</td>
<td>1 - 5</td>
</tr>
</tbody>
</table>

HT - High Throughput
HD - High Delay
LT - Low Throughput
LD - Low Delay

In Figure 6, we observe that when applications have high throughput and low delay requirements, savings by WiOptiMo increase from 38% for single flow to a maximum of 82.5% for applications with 5 flows. For all flows, the percentage of bytes saved increases until the bit-rate reaches about 400kbit/s. For much higher rates we observe that the percentage of bytes saved remains constant.

![Figure 5: Percentage of bytes saved due to flow aggregation in HT & HD applications.](image-url)
For low throughput and high delay tolerant applications (see Figure 7), we observe that for low bit-rates (∼125 kbit/s), the percentage of bytes saved is not significant because no additional savings could be achieved by compressing and aggregating data packets arriving at long intervals of time. For higher bit rates (that is after the size of the aggregated packets allows better compression), savings increase and then stay constants (we can achieve a maximum savings of around 90%). In Figure 7, we also observe that savings achieved by WiOptiMo increase as the number of application flows increases.

Finally, for applications with low throughput and low delay requirements, we could achieve a maximum saving of 70% (see Figure 8). Even at very low bit-rate (∼20 kbit/s), WiOptiMo is able to save 10% of the data transferred between client and server.

B. QoS support by WiOptiMo

In the second set of experiments, we tested the capability of the WiOptiMo with an aggregation schema to provide QoS support. We used Iperf and measured the throughput between client and server using two different flow classes (HT & LD and HT & HD), in two distinct configurations: with a single SNAPT and with two SNAPTs. We show that a software configuration with multiple SNAPTs increases the network throughput and then helps preserving the QoS of applications.

**Experiment setup:** We setup a wireless mesh network testbed to measure the QoS offered by WiOptiMo. The testbed consists of three static Internet-sharing nodes and two wireless mobile nodes. Each static node consists of an ALIX.2D2 system board, which supports two mini-PCI radios. We used one Winstrom DNMA92 miniPCI card for each board, which is in turn connected to two 802.11n antennas. Each board mounts a 500 MHz AMD Geode LX800 processor and 256 MB DDR DRAM, runs Debian Wheezy 7.0 with Linux Kernel 3.12.6, and uses an ath9k driver for WiFi.

We used two ASUS EeePC 900 (with a Atheros 5008 Wireless Card, a 900MHz Celeron Processor and 1GB DDR RAM) as mobile nodes in our experiments. They operated on Debian Wheezy 7.0 with an ath5k WiFi driver.

To complete the hardware set-up, we installed WiOptiMo SNAPT on two Dell Optiplex 760 (servers) and a Lenovo ThinkPad T410a had WiOptiMo CNAPT installed on it. Both the machines operated on a Linux distribution (Ubuntu 12.04 with Linux kernel 3.11). Two static nodes (gateways) and

---

**Figure 6:** Percentage of bytes saved due to flow aggregation in HT & LD applications.

**Figure 7:** Percentage of bytes saved due to flow aggregation in LT & HD applications.

**Figure 8:** Percentage of bytes saved due to flow aggregation in LT & LD applications.

**Figure 9:** Testbed mesh network architecture.
two servers were connected to the Internet with an Ethernet connection, while the rest of the nodes participate in the mesh network. We set the bandwidth of Ethernet connection to 10Mbit/s. The gateways performed NAT between the mesh network and the Internet. We ran the Optimised Link State Routing Protocol daemon (OLSRd, version 0.6.2) [24] on each node for network path resolution and configured the network to ensure that the two SNAPTs could be reached by separate gateways. The final testbed architecture is shown in Figure 9.

Results: Figure 10 shows the throughput comparison for two scenarios: with single SNAPT and with two SNAPTs (with different network delays) that could be reached from separate gateways. The results clearly show that in the first scenario the available bandwidth gets divided equally between the two application classes. In the second scenario, the HT & HD class achieves on average higher throughput compared to HT & LD class because the data of HT & LD class always gets routed to the SNAPT with lowest delay. Specifically, in the two SNAPT scenario, we observe a higher throughput compared to the SNAPT with lowest delay. This is due to the introduction of WiOptiMo.

VII. Conclusion

In this paper, we have proposed a flow classification and aggregation scheme for enabling the WiOptiMo framework to manage multiple applications with different QoS requirements in a wireless mesh networking environment. We evaluated the proposed scheme on a Linux-based wireless mesh network testbed. Experimental results show that the aggregation mechanism we designed improves network performance in terms of link utilization and QoS, while still providing mobility support, without requiring any changes to be made to the network protocol stacks of either the mobile or fixed end systems. In the future, we would like to define and integrate into WiOptiMo, a requirements based policy that optimizes the use of mobility services and rewards users who do not waste network resources.
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Figure 10: Throughput with multiple SNAPTs.
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