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Abstract

This report presents probabilistic graphical models that are based on imprecise probabilities using a comprehensive language. In particular, the discussion is focused on credal networks and discrete domains. It describes the building blocks of credal networks, algorithms to perform inference, and discusses on complexity results and related work. The goal is to present an easy-to-follow introduction to the topic.

1 Introduction

There is a number of powerful tools for modelling uncertain knowledge with imprecise probabilities. These can be equivalently formalised in terms of coherent sets of desirable gambles, coherent lower previsions, or sets of linear previsions. In the discrete multivariate case, a direct specification of models of this kind might be expensive because of too a high number of joint states, this being exponential in the number of variables. Yet, a compact specification can be achieved if the model displays particular invariance or composition properties. The latter is exactly the focus of this chapter: defining a model over its whole set of variables by the composition of a number of sub-models each involving only fewer variables. More specifically, we focus on the kind of composition induced by independence relations among the variables. Graphs are particularly suited for the modelling of such independencies, so we formalise our discussion within the framework of probabilistic graphical models. Following these ideas, we introduce a class of probabilistic graphical models with imprecision based on directed graphs called credal networks. The example below is used to guide the reader step-by-step through the application of the ideas introduced in this chapter.

Example 1.1 (lung health diagnostic). Assume the lung health status of a patient can be inferred from a probabilistic model over the binary variables: lung cancer ($C$), bronchitis

---

1 This document is a preprint uncorrected chapter from the book *Introduction to Imprecise Probabilities*, Wiley & Sons, 2014.

2 This chapter mostly discusses credal networks. Motivations for this choice and a short outline on other imprecise probabilistic models is reported in Section 6.
(B), smoker (S), dyspnoea (D), and abnormal X-rays (R). An imprecise specification of this model can be equivalently achieved by assessing a coherent set of desirable gambles, a coherent lower prevision or a credal set, all over the joint variable X := (C, B, S, D, R). This could be demanding because of the exponentially large number of states of the joint variable to be considered (namely, 2^5 in this example). ♦

Among the different formalisms which can be used to model imprecise probabilistic models, in this chapter we choose credal sets as they appear relatively easy to understand for people used to work with standard (precise) probabilistic models. The next section reports some background information and notation about them.

2 Credal Sets

2.1 Definition and Relation with Lower Previsions

We define a credal set (CS) \( \mathcal{M}(X) \) over a categorical variable X as a closed convex set of probability mass functions over X. An extreme point (or vertex) of a CS is an element of this set which cannot be expressed as a convex combination of other elements. Notation \( \text{ext}[\mathcal{M}(X)] \) is used for the set of extreme points of \( \mathcal{M}(X) \). We focus on finitely-generated CSs, i.e., sets with a finite number of extreme points. Geometrically speaking, a CS of this kind is a polytope on the probability simplex, which can be equivalently specified in terms of linear constraints to be satisfied by the probabilities of the different outcomes of X (e.g., see Figure 1). As an example, the vacuous CS \( \mathcal{M}_0(X) \) is defined as the whole set of probability mass functions over X:

\[
\mathcal{M}_0(X) := \left\{ P(X) \mid P(x) \geq 0, \forall x \in X, \sum_{x \in X} P(x) = 1 \right\}.
\]

The vacuous CS is clearly the largest (and hence least informative) CS we can consider. Any other CS \( \mathcal{M}(X) \) over X is defined by imposing additional constraints to \( \mathcal{M}_0(X) \).

A single probability mass function \( P(X) \) can be regarded as a ‘precise’ CS made of a single element. Given a real-valued function \( f \) of X (which, following the language of the previous chapters, can be also regarded as a gamble), its expectation is, in this precise case, \( E_P(f) := \sum_{x \in X} P(x) \cdot f(x) \). This provides a one-to-one correspondence

3 These variables are referred to the patient under diagnosis and supposed to be self-explanatory. For more insights refer to the Asia network [54], which can be regarded as an extension of the model presented here.
4 There is also a historical motivation for this choice: this chapter is mainly devoted to credal networks with strong independence, which have been described in terms of credal sets from their first formalisation [18].
5 Previously CSs have been defined as sets of linear previsions instead of probability mass functions. Yet, the one-to-one correspondence between linear previsions and probability mass functions makes the distinction irrelevant. Note also that, in this chapter, we focus on discrete variables. A discussion about extensions to continuous variables is in Section 6.
6 Standard algorithms can be used to move from the enumeration of the extreme points to the linear constraints generating the CS and vice versa (e.g., [8]).
between probability mass functions and \textit{linear} previsions. Given a generic CS \( M(X) \), we can evaluate the lower expectation \( E_M(f) := \min_{P(X) \in M(X)} P(f) \) (and similarly for the upper). This defines a coherent lower prevision as a lower envelope of a set of linear previsions. As an example, the vacuous CS \( M_0(X) \) in (1) defines the (vacuous) coherent lower prevision, i.e., \( E_{M_0}(f) = \min_{x \in X} f(x) \). Note that a set and its convex closure have the same lower envelope, and hence a set of distributions and its convex closure define the same coherent lower prevision. This means that, when computing expectations, there is no lack of generality in defining CSs only as closed convex sets of probability mass functions, and the correspondence with coherent lower previsions is bijective [67, Section 3.6.1]. Note also that the optimization task associated to the above definition of \( E_M(f) \) is an LP optimization problem, whose solution can be equivalently obtained by considering only the extreme points of the CS [25], i.e.,

\[
E_M(f) = \min_{P(X) \in \text{ext}[M(X)]} E_P(f).
\]

The above discussion also describes how inference with CSs is intended. Note that the complexity of computations as in (2) is linear in the number of extreme points, this number being unbounded for general CSs.\footnote{Some special classes of CSs with bounded number of extreme points are the vacuous ones as in (1) and those corresponding to linear-vacuous mixtures (for which the number of the extreme points cannot exceed the cardinality of \( X \)). Yet, these theoretical bounds are not particularly binding for (joint) variables with high dimensionality.}

A notable exception is the Boolean case: a CS over a binary variable\footnote{If \( X \) is a binary variable, its two states are denoted by \( x \) and \( \neg x \).} cannot have more than two extreme points. This simply follows from the fact that the probability simplex (i.e., the vacuous CS) is a one-dimensional object. As a consequence of that, any CS over a binary variable can be specified by simply requiring the probability of a single outcome\footnote{Convex sets on one-dimensional varieties are isomorphic to intervals on the real axis, whose extreme points are the lower and upper bounds.}.
Figure 2: Geometrical representation (in blue) of a CS over a binary variable \( X \) in the two-dimensional space with coordinates \( [P(x), P(\neg x)]^T \). The two extreme points are in magenta, while the probability simplex, which corresponds to the vacuous CS, is in grey.

to belong to an interval. E.g., if \( \mathcal{M}(X) := \{ P(X) \in \mathcal{M}_0(X) | .4 \leq P(X = x) \leq .7 \} \), then \( \text{ext}[\mathcal{M}(X)] = \{ [.4, .6]^T, [.7, .3]^T \} \) (see also Figure 2).

2.2 Marginalisation and Conditioning

Given a joint CS \( \mathcal{M}(X, Y) \), the corresponding marginal CS \( \mathcal{M}(X) \) contains all the probability mass functions \( P(X) \) which are obtained by marginalising out \( Y \) from \( P(X, Y) \), for each \( P(X, Y) \in \mathcal{M}(X, Y) \). Notably, the marginal CS can be equivalently obtained by only considering its extreme points, i.e.,

\[
\mathcal{M}(X) = \text{CH} \left\{ P(X) \mid P(x) := \sum_{y \in Y} P(x, y), \forall x \in X, \forall P(X, Y) \in \text{ext}[\mathcal{M}(X, Y)] \right\},
\]

where \( \text{CH} \) denotes the convex hull operation.\(^{10}\)

We similarly proceed for conditioning. For each \( y \in Y \), the conditional CS \( \mathcal{M}(X|y) \) is made of all the conditional mass functions \( P(X|y) \) obtained from \( P(X, Y) \) by Bayes rule, for each \( P(X, Y) \in \mathcal{M}(X, Y) \) (this can be done under the assumption \( P(y) > 0 \) for each mass function \( P(X, Y) \in \mathcal{M}(X, Y) \), i.e., \( P(y) > 0 \)). As in the case of marginalisation, conditional CSs can be obtained by only considering the extreme points of the joint CS, i.e.,

\[
\mathcal{M}(X|y) = \text{CH} \left\{ P(X|y) \mid P(x|y) := \frac{P(x,y)}{\sum_{x \in X} P(x,y)}, \forall x \in X, \forall P(X, Y) \in \text{ext}[\mathcal{M}(X, Y)] \right\}.
\]

The following notation is used as a shortcut for the collection of conditional CSs associated to all the possible values of the conditioning variable: \( \mathcal{M}(X|Y) := \{ \mathcal{M}(X|y) \}_{y \in Y} \).

Example 2.1. In the medical diagnosis setup of Example 1.1, consider only variables lung cancer (C) and smoker (S). The available knowledge about the joint states of these two

\(^{10}\)In order to prove that the CS in (3) is consistent with the definition of marginal CS, it is sufficient to check that any extreme point of \( \mathcal{M}(X) \) is obtained marginalizing out \( Y \) from an extreme point of \( \mathcal{M}(X, Y) \). If that would not be true, we could express an extreme point of \( \mathcal{M}(X) \) as the marginalization of a convex combination of two or more extreme points of \( \mathcal{M}(X, Y) \), and hence as a convex combination of two or more probability mass functions over \( X \). This is against the original assumptions.
variables is modelled by a CS $\mathcal{M}(C, S) = \text{CH}\{P_j(C, S)\}_{j=1}^8$, whose eight extreme points are those reported in Table 1 and depicted in Figure 3. It is indeed straightforward to compute the marginal CS for variable $S$ as in (5):

$$\mathcal{M}(S) = \text{CH}\{[\frac{1}{4}, \frac{3}{16}], [\frac{3}{4}, \frac{3}{16}]\}. \quad (5)$$

Similarly, the conditional CSs for variable $C$ as in (4) given the two values of $S$ are:

$$\mathcal{M}(C|s) = \text{CH}\{[\frac{1}{8}, \frac{3}{16}], [\frac{1}{8}, \frac{1}{16}]\}, \quad \mathcal{M}(C|\neg s) = \text{CH}\{[\frac{1}{8}, \frac{3}{16}], [\frac{3}{4}, \frac{3}{8}]\}. \quad (6)$$

<table>
<thead>
<tr>
<th>$j$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_j(c, s)$</td>
<td>$\frac{1}{8}$</td>
<td>$\frac{1}{4}$</td>
<td>$\frac{3}{8}$</td>
<td>$\frac{3}{16}$</td>
<td>$\frac{3}{8}$</td>
<td>$\frac{1}{8}$</td>
<td>$\frac{3}{8}$</td>
<td>$\frac{3}{16}$</td>
</tr>
<tr>
<td>$P_j(\neg c, s)$</td>
<td>$\frac{1}{8}$</td>
<td>$\frac{3}{8}$</td>
<td>$\frac{3}{16}$</td>
<td>$\frac{1}{16}$</td>
<td>$\frac{1}{8}$</td>
<td>$\frac{3}{8}$</td>
<td>$\frac{3}{8}$</td>
<td></td>
</tr>
<tr>
<td>$P_j(c, \neg s)$</td>
<td>$\frac{3}{16}$</td>
<td>$\frac{1}{8}$</td>
<td>$\frac{3}{16}$</td>
<td>$\frac{3}{8}$</td>
<td>$\frac{1}{4}$</td>
<td>$\frac{3}{8}$</td>
<td>$\frac{3}{8}$</td>
<td></td>
</tr>
<tr>
<td>$P_j(\neg c, \neg s)$</td>
<td>$\frac{3}{16}$</td>
<td>$\frac{1}{8}$</td>
<td>$\frac{3}{16}$</td>
<td>$\frac{1}{4}$</td>
<td>$\frac{3}{8}$</td>
<td>$\frac{3}{8}$</td>
<td>$\frac{3}{8}$</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: The eight extreme points of the joint CS $\mathcal{M}(C, S) = \text{CH}\{P_j(C, S)\}_{j=1}^8$. Linear algebra techniques (e.g., see [8], even for a software implementation) can be used to check that none of these distributions belong to the convex hull of the remaining seven.

### 2.3 Composition

Let us define a composition operator in the imprecise-probabilistic framework. Given a collection of conditional CSs $\mathcal{M}(X|Y)$ and a marginal CS $\mathcal{M}(Y)$, the marginal extension introduced in Chapter within the language of coherent lower previsions, corresponds to the following specification of a joint CS as a composition of $\mathcal{M}(Y)$ and $\mathcal{M}(X|Y)$:

$$\mathcal{M}(X, Y) := \text{CH}\left\{ P(X, Y) \mid P(x, y) := P(x|y) \cdot P(y) \forall x \in X, \forall y \in Y, \forall P(Y) \in \mathcal{M}(Y), \forall P(X|y) \in \mathcal{M}(X|y), \mathcal{M}(Y) \right\}. \quad (7)$$

Notation $\mathcal{M}(X|Y) \otimes \mathcal{M}(Y)$ will be used in the following as a shortcut for the right-hand side of (7). As usual, the joint CS in (7) can be equivalently obtained by considering only the extreme points, i.e.,

$$\mathcal{M}(X|Y) \otimes \mathcal{M}(Y) = \text{CH}\left\{ P(X, Y) \mid P(x, y) := P(x|y) \cdot P(y) \forall x \in X, \forall y \in Y, \forall P(Y) \in \text{ext}[\mathcal{M}(Y)], \forall P(X|y) \in \text{ext}[\mathcal{M}(X|y)] \right\}. \quad (8)$$
Figure 3: Geometrical representation of the CS over a (joint) quaternary variable \((C, S)\), with both \(C\) and \(S\) binary, as quantified in Table 1. The CS is the blue polyhedron (and its eight extreme points are in magenta), while the probability simplex is the grey tetrahedron. The representation is in the three-dimensional space with coordinates \([P(c, s), P(\neg c, s), P(c, \neg s)]^T\), which are the barycentric coordinates of the four-dimensional probability simplex.

**Example 2.2.** As an exercise, compute by means of (8) the composition of \(M(C|S) \otimes M(S)\) of the unconditional CS in (5) and the conditional CSs in (6). In this particular case, the so obtained CS \(M(C, S)\) coincides with that as in Table (1). ♦

**Example 2.3.** As a consequence of (7), we may define a joint CS over the variables in Example 1.1 by means of the following composition:

\[
\]

and then, iterating,\(^11\)

\[
M(D, R, B, C, S) = M(D|R, B, C, S) \otimes M(R|B, C, S) \otimes M(B|C, S) \otimes M(C|S) \otimes M(S)
\]

♦

Note that (9) does not make the specification of the joint CS less demanding (the number of probabilistic assessments we should make for the CS on the left-hand side is almost the same required by the first on the right-hand side). In next section, we show how independence can make the specification of these multivariate models more compact.

\(^{11}\)Brackets setting the composition ordering in (9) are omitted because of the associativity of the composition operator \(\otimes\).
3 Independence

First, let us formalise the notion of independence in the precise probabilistic framework. Consider variables $X$ and $Y$, and assume that a (precise) joint probability mass function $P(X,Y)$ models the knowledge about their joint configurations. We say that $X$ and $Y$ are stochastically independent if $P(x,y) = P(x) \cdot P(y)$ for each $x \in \mathcal{X}$ and $y \in \mathcal{Y}$, where $P(X)$ and $P(Y)$ are obtained from $P(X,Y)$ by marginalisation.

The concept might be easily extended to the imprecise probabilistic framework by the notion of strong independence. Given a joint CS $\mathcal{M}(X,Y)$, $X$ and $Y$ are strongly independent if, for all $P(X,Y) \in \text{ext}[\mathcal{M}(X,Y)]$, $X$ and $Y$ are stochastically independent, i.e., $P(x,y) = P(x) \cdot P(y)$, for each $x \in \mathcal{X}$, $y \in \mathcal{Y}$. The concept admits also a formulation in the conditional case. Variables $X$ and $Y$ are strongly independent given $Z$ if, for each $z \in \mathcal{Z}$, every $P(X,Y|z) \in \text{ext}[K(X,Y|z)]$ factorises as $P(x,y|z) = P(x|z) \cdot P(y|z)$, for each $x \in \mathcal{X}$ and $y \in \mathcal{Y}$.

Example 3.1. In Example 1.1 consider only variables $C$, $B$ and $S$. According to (8):

$$\mathcal{M}(C, B, S) = \mathcal{M}(C|S) \otimes \mathcal{M}(B|S) \otimes \mathcal{M}(S).$$

Assume that, once you know whether or not the patient is a smoker, there is no relation between the fact that he could have lung cancer and bronchitis. This can be regarded as a conditional independence statement regarding $C$ and $B$ given $S$. In particular, we consider the notion of strong independence as above. This implies the factorisation $P(c,b|s) = P(c|s) \cdot P(b|s)$ for each possible value of the variables and each extreme point of the relative CSs. Expressing that as a composition, we have

$$\mathcal{M}(C, B, S) = \mathcal{M}(C|S) \otimes \mathcal{M}(B|S) \otimes \mathcal{M}(S).$$

In this particular example, the composition in (10) is not providing a significantly more compact specification of the joint CS $\mathcal{M}(C, B, S)$. Yet, for models with more variables and more independence relations, this kind of approach leads to a substantial reduction of the number of states to be considered for the specification of a joint model. In the rest of this section, we generalise these ideas to more complex situations where a number of conditional independence assessments is provided over a possibly large number of variables. In order to do that, we need a compact language to describe conditional independence among variables. This is typically achieved in the framework of probabilistic graphical models, by assuming a one-to-one correspondence between the variables under

---

$^{12}$Strong independence is not the only independence concept proposed within the imprecise-probabilistic framework. See Section 4 for pointers on imprecise probabilistic graphical models based on other concepts.

$^{13}$In (10), the composition operator has been extended to settings more general than (8). With marginal CSs, a joint CS $\mathcal{M}(X,Y) := \mathcal{M}(X) \otimes \mathcal{M}(Y)$ can be obtained by taking all the possible combinations of the extreme points of the marginal CSs (and then taking the convex hull). Thus, $\mathcal{M}(X,Y|Z) := \mathcal{M}(X|Z) \otimes \mathcal{M}(Y|Z)$ is just the conditional version of the same relation. Similarly, $\mathcal{M}(X,Z,Y,W) := \mathcal{M}(X|Y) \otimes \mathcal{M}(Z|W)$. Notably, even in these extended settings, the composition operator remains associative.
consideration and the nodes of a directed acyclic graph and then by assuming the so-called strong Markov condition:

any variable is strongly independent of its non-descendants non-parents given its parents.

We point the reader to [27] for an axiomatic approach to the modelling of probabilistic independence concepts by means of directed (and undirected) graphs. Here, in order to clarify the semantics of this condition, we consider the following example.

**Example 3.2.** Assume a one-to-one correspondence between the five binary variables in Example 1.1 and the nodes of the directed acyclic graph in Figure 4. The strong Markov condition for this graph implies the following conditional independence statements:

- given smoker, lung cancer and bronchitis are strongly independent;
- given smoker, bronchitis and abnormal X-rays are strongly independent;
- given lung cancer, abnormal X-rays and dyspnoea are strongly independent, and abnormal X-rays and smoker are strongly independent;
- given lung cancer and bronchitis, dyspnoea and smoker are strongly independent.

The above independence statements can be used to generate further independencies by means of the axioms in [27].

![Figure 4: A directed graph over the variables in Example 1.1.](image)

4 Credal Networks

Let us introduce the definition of credal network by means of the following example.

---

14 A cycle in a directed graph is a directed path connecting a node with itself. A directed graph is acyclic if no cycles are present in it.

15 Assuming a one-to-one correspondence between a set of variables and the nodes of a directed graph, the parents of a variable are the variables corresponding to the immediate predecessors. Analogously, we define the children and, by iteration, the descendants of a node/variable.
Example 4.1. Consider the variables in Example 4.1 associated to the graph in Figure 4. Assume that, for each variable, conditional CSs given any possible value of the parents have been assessed. This means that $\mathcal{M}(S)$, $\mathcal{M}(C|S)$, $\mathcal{M}(B|S)$, $\mathcal{M}(R|C)$, and $\mathcal{M}(D|C, B)$ are available. A joint CS can be defined by means of the following composition:

$$\mathcal{M}(D, R, B, C, S) := \mathcal{M}(D|C, B) \otimes \mathcal{M}(R|C) \otimes \mathcal{M}(B|S) \otimes \mathcal{M}(C|S) \otimes \mathcal{M}(S).$$

(11)

In general situations, we aim at specifying a probabilistic graphical model over a collection of categorical variables $X := (X_1, \ldots, X_n)$, which are in one-to-one correspondence with the nodes of a directed acyclic graph $G$. The notation $Pa(X_i)$ is used for the variables corresponding to the parents of $X_i$ according to the graph $G$ (e.g., in Figure 4, $Pa(D) = (C, B)$). Similarly, $pa(X_i)$ and $Pa(X_i)$ are the generic value and possibility space of $Pa(X_i)$. Assume the variables in $X$ to be in a topological ordering. Then, by analogy with what we did in Example 4.1, we can define a joint CS as follows:

$$\mathcal{M}(X) := \otimes_{i=1}^{n} \mathcal{M}(X_i|Pa(X_i)).$$

(12)

This leads to the following.

Definition 4.2. A credal network (CN) over a set of variables $X := (X_1, \ldots, X_n)$ is a pair $\langle G, \mathcal{M} \rangle$, where $G$ is a directed acyclic graph whose nodes are associated to $X$, and $\mathcal{M}$ is a collection of conditional CSs $\{\mathcal{M}(X_i|Pa(X_i))\}_{i=1,\ldots,n}$, where $\mathcal{M}(X_i|Pa(X_i)) = \{\mathcal{M}(X_i|pa(X_i))\}_{pa(X_i) \in Pa(X_i)}$. The joint CS $\mathcal{M}(X)$ in (12) is called the strong extension of the CN.

A characterization of the extreme points of the strong extension $\mathcal{M}(X)$ as in (12) is provided by the following proposition [6].

Proposition 4.3. Let $\{P_j(X)\}_{j=1}^{v}$ denote the extreme points of the strong extension $\mathcal{M}(X)$ of a CN, i.e., $\text{ext}[\mathcal{M}(X)] = \{P_j(X)\}_{j=1}^{v}$. Then, for each $j = 1, \ldots, v$, $P_j(X)$ is a joint mass function obtained as the product of extreme points of the conditional CSs, i.e., $\forall x \in X'$:

$$P_j(x) = \prod_{i=1}^{n} P_j(x_i|pa(X_i)),$$

(13)

where, for each $i = 1, \ldots, n$ and $pa(X_i) \in Pa(X_i)$, $P_j(X_i|pa(X_i)) \in \text{ext}[\mathcal{M}(X_i|pa(X_i))]$.

According to Proposition 4.3, the extreme points of the strong extension of a CN can be obtained by combining the extreme points of the conditional CSs involved in its specification. Note that this can make the number of extreme points of the strong extension exponential in the input size.

A topological ordering for the nodes of a directed acyclic graph is an ordering in which each node comes before all nodes to which it has outbound arcs. As an example, $(S, C, B, R, D)$ is a topological ordering for the nodes of the graph in Figure 4. Note that every directed acyclic graph has one or more topological orderings.
Example 4.4. The CS in (11) can be regarded as the strong extension of a CN. According to Proposition 4.3, each vertex of it factorises as follows:

\[
P(d, r, b, c, s) = P(d|c, b)P(r|c)P(b|s)P(c|s)P(s).
\]

It is a simple exercise to verify that this joint distribution satisfies the conditional independence statements following from the Markov condition (indented with the notion of stochastic instead of strong independence). ♦

The above result can be easily generalised to the strong extension of any CN. Thus, if any extreme point of the strong extension obeys the Markov condition with stochastic independence, the strong extension satisfies the Markov condition with strong independence.

An example of CN specification and its strong extension are reported in the following.

Example 4.5. Given the five binary variables introduced in Example 1.1, associated to the directed acyclic graph in Figure 4, consider the following specification of the (collections of conditional) CSs \( M(S), M(C|S), M(B|S), M(R|C), M(D|C, B) \), implicitly defined by the following constraints:

\[
\begin{align*}
.25 & \leq P(s) \leq .50 \\
.05 & \leq P(c|\neg s) \leq .10 \\
.15 & \leq P(c|s) \leq .40 \\
.20 & \leq P(b|\neg s) \leq .30 \\
.30 & \leq P(b|s) \leq .55 \\
.01 & \leq P(r|\neg c) \leq .05 \\
.90 & \leq P(r|c) \leq .99 \\
.10 & \leq P(d|\neg c, \neg b) \leq .20 \\
.80 & \leq P(d|\neg c, b) \leq .90 \\
.60 & \leq P(d|c, \neg b) \leq .80 \\
.90 & \leq P(d|c, b) \leq .99.
\end{align*}
\]

The strong extension of this CN is a CS \( M(D, R, B, C, S) \) defined as in (12). As a consequence of Proposition 4.3, the extreme points of \( M(D, R, B, C, S) \) are combinations of the extreme points of the local CSs, and can therefore be up to 2^{11} if no combination lies in the convex hull of the others. As a simple exercise let us compute the lower probability for the joint state where all the variables are in the state true, i.e., \( P(d, r, b, c, s) \). This lower probability should be intended as the minimum, with respect to the strong extension \( M(D, R, B, C, S) \), of the joint probability \( P(d, r, b, c, s) \). Thus, we have:

\[
\min_{P(D,R,B,C,S)\in M(D,R,B,C,S)} P(d, r, b, c, s) = \min_{P(D,R,B,C,S)\in \text{ext}[M(D,R,B,C,S)]} P(d, r, b, c, s)
\]
\[ P(s)P(c|s)P(b|s)P(r|c)P(d|c, s) = P(s)P(c|s)P(b|s)P(r|c)P(d|c, s), \]

with the first step because of (2), the second because of Proposition 4.3, and the last because each conditional distribution take its values independently of the others. This result, together with analogous for upper probability, gives \( P(d, r, b, c, s) \in [0.0091125, 0.1078110] \).

The above computation can be regarded as a simple example of inference based on the strong extension of a CN. More challenging problems based on more sophisticated algorithmic techniques are described in Section 5.3.

Overall, we introduced CNs as a well-defined class of probabilistic graphical models with imprecision. Note that exactly as a single probability mass function can be regarded as a special CS with a single extreme point, we can consider a special class of CNs, whose conditional CSs are made of a single probability mass function each. This kind of CNs are called Bayesian networks and their strong extension is a single joint probability mass function, which factorises according to the (stochastic) conditional independence relations depicted by its graph, i.e., as in 13. In this sense, CNs can be regarded as a generalisation to imprecise probabilities of Bayesian networks. With respect to these precise probabilistic graphical models, CNs should be regarded as a more expressive class of models.

### 4.1 Non-Separately Specified Credal Networks

In the definition of strong extension as in (12), each conditional probability mass function is free to vary in (the set of extreme points of) its conditional CS independently of the others. In order to emphasize this feature, CNs of this kind are said to be defined with separately specified CSs, or simply separately specified. Separately specified CNs are the most commonly used type of CN, but it is possible to consider CNs whose strong extension cannot be formulated as in (12). This corresponds to having relationships between the different specifications of the conditional CSs, which means that the choice for a given conditional mass function can be affected by that of some other conditional mass functions. A CN of this kind is simply called non-separately specified.

As an example, some authors considered so-called extensive specifications, where instead of a separate specification for each conditional mass function associated to \( X_i \), the probability table \( P(X_i|Pa(X_i)) \), i.e., a function of both \( X_i \) and \( Pa(X_i) \), is defined to belong to a finite set (of tables). This corresponds to assuming constraints between the specification of the conditional CSs \( \mathcal{M}(X_i|pa(X_i)) \) corresponding to the different values of \( pa(X_i) \in Pa(X_i) \). The strong extension of an extensive CN is obtained as in (12), by simply replacing the separate requirements for each single conditional mass function with extensive requirements about the tables which take values in the corresponding finite set.

**Example 4.6 (extensive specification).** Consider the CN defined in Example 4.5 over the graph in Figure 4. Keep the same specification of the conditional CSs, but this time...
use extensive constraints for the CSs of $B$. According to Definition 4.2 in the joint specifications of the two CSs of $B$, all the four possible combinations of the extreme points of $M(B|s)$ with those of $M(B|\neg s)$ appear. An example of extensive specification for this variable would imply that only the following two tables can be considered:

$$P(B|S) \in \left\{ \begin{bmatrix} .20 & .30 \\ .80 & .70 \end{bmatrix}, \begin{bmatrix} .30 & .55 \\ .70 & .45 \end{bmatrix} \right\}. \quad (14)$$

Extensive specifications are not the only kind of non-separate specification we consider for CNs. In fact, we can also consider constraints between the specification of conditional CSs corresponding to different variables. This is a typical situation when the quantification of the conditional CSs in a CN is obtained from a data set. A simple example is illustrated below.

**Example 4.7 (learning from incomplete data).** Among the five variables of Example 1.1 consider only $S$, $C$, and $R$. Following Example 3.2, $S$ and $R$ are strongly independent given $C$. Accordingly, let us define a joint $M(S, C, R)$ as a CN associated to a graph corresponding to a chain of three nodes, with $S$ first (parentless) node and $R$ last (childless) node of the chain. Assume that we learn the model probabilities from the incomplete data set in Table 2, assuming no information about the process making the observation of $C$ missing in the last instance of the data set. A possible approach is to learn two distinct probabilities from the two complete data set corresponding to the possible values of the missing observation, and use them to specify the extreme points of the conditional CSs of a CN.

<table>
<thead>
<tr>
<th>$S$</th>
<th>$C$</th>
<th>$R$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s$</td>
<td>$c$</td>
<td>$r$</td>
</tr>
<tr>
<td>$\neg s$</td>
<td>$\neg c$</td>
<td>$r$</td>
</tr>
<tr>
<td>$s$</td>
<td>$c$</td>
<td>$\neg r$</td>
</tr>
<tr>
<td>$s$</td>
<td>*</td>
<td>$r$</td>
</tr>
</tbody>
</table>

Table 2: A data set about three of the five binary variables of Example 1.1. ‘*’ denotes a missing observation.

To make things simple we compute the probabilities for the joint states by means of the relative frequencies in the complete data sets. Let $P_1(S, C, R)$ and $P_2(S, C, R)$ be the joint mass functions obtained in this way, from which we obtain the same conditional mass functions for

$$P_1(s) = P_2(s) = \frac{3}{4},$$
$$P_1(c|\neg s) = P_2(c|\neg s) = 0,$$
$$P_1(r|\neg c) = P_2(r|\neg c) = 1;$$

and different conditional mass functions for

$$P_1(c|s) = 1, \quad P_2(c|s) = \frac{2}{3},$$
$$P_1(r|c) = \frac{2}{3} \quad P_2(r|c) = \frac{1}{2}. \quad (15)$$
We have therefore obtained two, partially distinct, specifications for the local models over variables $S$, $C$ and $R$. The conditional probability mass functions of these networks are the extreme points of the conditional CSs for the CN we consider. Such a CN is non-separately specified. To see that, just note that if the CN would be separately specified the values $P(c|s) = 1$ and $P(r|c) = \frac{1}{2}$ could be regarded as a possible instantiation of the conditional probabilities, despite the fact that there are no complete data sets leading to this combination of values.

Although their importance in modelling different problems, non-separate CNs have received relatively small attention in the literature. Most of the algorithms for CN inference are in fact designed for separately specified CNs. However, two important exceptions are two credal classifiers which are presented later: the naive credal classifier and the credal TAN. Furthermore, it has been shown that non-separate CNs can be equivalently described as separately specified CNs augmented by a number of auxiliary parent nodes enumerating only the possible combinations for the constrained specifications of the conditional CSs. This can be described by the following example.

**Example 4.8** (‘separating’ a non-separately specified CN). Consider the extensively specified CN in Example 4.6. Augment this network with an auxiliary node $A$, which is used to model the constraints between the two, non-separately specified, conditional CSs $\mathcal{M}(B|s)$ and $\mathcal{M}(B|\neg s)$. Node $A$ is therefore defined as a parent of $B$, and the resulting graph becomes that in Figure 5. The states of $A$ are indexing the possible specifications of the table $P(B|S)$. So, $A$ should be a binary variable such that $P(B|S, a)$ and $P(B|S, \neg a)$ are the two tables in (14). Finally, specify $\mathcal{M}(A)$ as a vacuous CS. Overall, we obtain a separately specified CN whose strong extension coincides with that of the CN in Example 4.6.

![Figure 5: The network in Figure 4 with an auxiliary node indexing the tables providing the extensive specification of $\mathcal{M}(B|S)$.

This procedure can be easily applied to any non-separate specification of a CN. We point the reader to [6] for details.

\[^{17}\text{Once rather than the auxiliary variable } A \text{ is marginalized out.}^\]
5 Computing with Credal Networks

5.1 Credal Networks Updating

In the previous sections we have shown how a CN can model imprecise knowledge over a joint set of variables. Once this modelling phase has been achieved, it is possible to interact with the model through inference algorithms. This corresponds, for instance, to query a CN in order to gather probabilistic information about a variable of interest \( X_q \) given evidence \( x_E \) about some other variables \( X_E \). This task is called updating and consists in the computation of the lower (and upper) posterior probability \( P(x_q|x_E) \) with respect to the network strong extension \( \mathcal{M}(X) \). For this specific problem, (2) rewrites as follows:

\[
P(x_q|x_E) = \min_{P(X) \in \mathcal{M}(X)} P(x_q|x_E) = \min_{j=1,...,v} \frac{\sum x_M \prod_{i=1}^{n} P_j(x_i|\text{pa}(X_i))}{\sum x_M, x_q \prod_{i=1}^{n} P_j(x_i|\text{pa}(X_i))},
\]

where \( \{P_j(X)\}_{j=1}^v \) are the extreme points of the strong extension, \( X_M = X \setminus (\{X_q\} \cup X_E) \), and in the second step we exploit the result in Proposition 4.3. A similar expression with a maximum replacing the minimum defines upper probabilities \( P(x_q|x_E) \). Note that, for each \( j = 1, \ldots, v \), \( P_j(x_q|x_E) \) is a posterior probability for a Bayesian network over the same graph. In principle, updating could be therefore solved by simply iterating standard Bayesian network algorithms. Yet, according to Proposition 4.3, the number \( v \) of extreme points of the strong extension might be exponential in the input size, and (16) can be hardly solved by such an exhaustive approach. In fact, exact updating displays higher complexity in CNs rather than Bayesian networks: CNs updating is NP-complete for polytrees \(^{18} \) (while polynomial-time algorithms exist for Bayesian networks with the same topology \(^{60} \)), and NP\(^{PP} \)-complete for general CNs \(^{30} \) (while updating of general Bayesian networks is PP-complete \(^{57} \)). Yet, a number of exact and approximate algorithm for CNs updating has been developed. A summary about the state of the art in this field is reported in Section 5.3.

Algorithms of this kind can compute, given the available evidence \( x_E \), the lower and upper probabilities for the different outcomes of the queried variable \( X_q \), i.e., the set of probability intervals \( \{[P(x_q|x_E), P(x_q|x_E)]\}_{x_q \in \mathcal{X}_q} \). In order to identify the most probable outcome for \( X_q \), a simple interval dominance criterion can be adopted. The idea is to reject a value of \( X_q \) if its upper probability is smaller than the lower probability of some other outcome. Clearly, this criterion is not always intended to return a single value as the most probable for \( X_q \). In general, after updating, the posterior knowledge about the state of \( X_q \) is described by the set \( \mathcal{X}_q^* \subseteq \mathcal{X}_q \), defined as follows:

\[
\mathcal{X}_q^* := \{ x_q \in \mathcal{X}_q \mid \exists x_q' \in \mathcal{X}_q \text{ s.t. } P(x_q|x_E) < P(x_q'|x_E) \}.
\]

Criteria other than interval dominance have been proposed in the literature and formalised in the more general framework of decision making with imprecise probabilities.

\(^{18} \)A credal (or a Bayesian) network is said to be a polytree if its underlying graph is singly connected, i.e., if given two nodes there is at most a single undirected path connecting them. A tree is a polytree whose nodes cannot have more than a single parent.
As an example, the set of non-dominated outcomes $X_q^{**}$ according to the maximality criterion [67, Section 3.9] is obtained by rejecting the outcomes whose probabilities are dominated by those of some other outcome, for any distribution in the posterior CS, i.e.,

$$X_q^{**} := \{ x_q \in X_q \mid \exists x'_q \in X_q \text{ s.t. } P(x_q|x_E) < P(x'_q|x_E) \forall P(X_q|x_E) \in \text{ext}[\mathcal{M}(X_q|x_E)] \}.$$  

(18)

Maximality is in general more informative than interval dominance, i.e., $X_q^{**} \subseteq X_q^*$.

Yet, most of the algorithms for CNs are designed to compute the posterior probabilities as in (16), while the posterior CS is needed by maximality. Notable exceptions are the models considered in classification, for which the computation of the undominated outcomes as in (18) can be performed without explicit evaluation of the posterior CS. Yet, in other cases, the dominance test for any pair of outcomes can be also solved in a CN by simply augmenting the queried node with an auxiliary child and an appropriate quantification of the conditional probabilities.

5.2 Modelling and Updating with Missing Data

The updating problem in (16) refers to a situation where the actual values $x_E$ of the variables $X_E$ are available, while those of the variables in $X_M$ are missing. The latter variables are simply marginalized out. This corresponds to the most popular approach to missing data in the literature and in the statistical practice: the so-called missing at random assumption (MAR, [56]), which allows missing data to be neglected, thus turning the incomplete data problem into one of complete data. In particular, MAR implies that the probability of a certain value to be missing does not depend on the value itself, neither on other non-observed values. Yet, MAR is not realistic in many cases, as shown for instance in the following example.

**Example 5.1.** Consider the variable smoker ($S$) in Example 1.1. For a given patient, we may want to ‘observe’ $S$ by simply asking him about that. The outcome of this observation is missing when the patient refuses to answer. MAR corresponds to a situation where the probability that the patient would not answer is independent of whether or not he actually smokes. Yet, it could be realistic to assume that, for instance, the patient is more reluctant to answer when he is a smoker.

If MAR does not appear tenable, more conservative approaches than simply ignoring missing data are necessary in order to avoid misleading conclusions. De Cooman and Zaffalon have developed an inference rule based on much weaker assumptions than MAR, which deals with near-ignorance about the missingness process [39]. This result has been extended [58] to the case of mixed knowledge about the missingness process: for some variables the process is assumed to be nearly unknown, while it is assumed to be MAR for the others. The resulting updating rule is called conservative inference rule (CIR).

To show how CIR-based updating works, we partition the variables in $X$ in four classes: (i) the queried variable $X_q$, (ii) the observed variables $X_E$, (iii) the unobserved MAR variables $X_M$, and (iv) the variables $X_I$ made missing by a process that we basically ignore. CIR leads to the following CS as our updated beliefs about the queried variable:
\[ M(X_q | X_I x_E) := \text{CH} \{ P_j(X_q | x_E, x_I) \}_{x_I \in X_I, j = 1, \ldots, v}, \]  
(19)

where the superscript on the double conditioning bar is used to denote beliefs updated with CIR and to specify the set of missing variables \( X_I \) assumed to be non-MAR, and 
\[ P_j(X_q | x_E, x_I) = \sum_{x_M} P_j(X_q, x_M | x_E, x_I). \]  

The insight there is that, as we do not know the actual values of the variables in \( X_I \) and we cannot ignore them, we consider all their possible explanations. In particular, when computing lower probabilities, (19) implies:
\[ P(X_q | X_I x_E) = \min_{x_I \in X_I} P(X_q | x_E, x_I). \]  
(20)

When coping only with the MAR variables (i.e., if \( X_I \) is empty), (20) becomes a standard updating task to be solved by the algorithms in Section 5.3. Although these algorithms cannot be directly applied if \( X_I \) is not empty, a procedure to map a CIR task as in (19) into a standard updating task as in (16) for a CN defined over a wider domain has been developed \([5]\). The transformation is particularly simple and consists in the augmentation of the original CN with an auxiliary child for each non-missing-at-random variable, as described by the following example.

**Example 5.2 (CIR-based updating by standard algorithms).** Consider the CN in Example 4.5. In order to evaluate the probability of a patient having lung cancer (i.e., \( C = c \)), you perform an X-rays test, and you ask the patient whether he smokes. The X-rays are abnormal (i.e., \( R = r \)), while, regarding \( S \), the patient refuses to answer (i.e., \( S = * \)).

Following the discussion in Example 5.1, we do not assume MAR for this missing variable. Yet, we do not formulate any particular hypothesis about the reasons preventing the observation of \( S \), so we do CIR-based updating. The problem can be equivalently solved by augmenting the CN with an auxiliary (binary) child \( O_S \) of \( S \), such that \( M(O_S | s) \) is a vacuous CS for each \( s \in S \). It is easy to prove that \( P(c | X_I x_E) = P(c | d, o_s) \), where the latter inference can be computed by standard algorithms in the augmented CN. ♦

### 5.3 Algorithms for Credal Networks Updating

Despite the hardness of the problem, a number of algorithms for exact updating of CNs have been proposed. Most of these methods generalize existing techniques for Bayesian networks. Regarding Pearl’s algorithm for efficient updating on polytree-shaped Bayesian networks \([60]\), a direct extension to CNs is not possible unless all variables are binary. The reason is that a CS over a binary variable has at most two extreme points (see Section 2.1) and it can therefore be identified with an interval. This enables an efficient extension

\[ \text{This updating rule can be applied also to the case of incomplete observations, where the outcome of the observation of } X_I \text{ is missing according to a non-missing-at-random process, but after the observation some of the possible outcomes can be excluded. If } X_I' \subset X_I \text{ is the set of the remaining outcomes, we simply rewrite Equation (19), with } X_I' \text{ instead of } X_I. \]

\[ \text{An exhaustive approach to the computation of (20) consisting in the computation of all the lower probabilities on the right-hand side is clearly exponential in the number of variables in } X_I. \]
of Pearl’s propagation scheme. The result is an exact algorithm for binary polytree-shaped separately specified CNs, called 2-Updating (or simply 2U), whose computational complexity is linear in the input size.\footnote{This algorithm has been extended to the case of extensive specifications in \cite{6}.}

Another exception exists if one works with a CN under the concept of epistemic irrelevance. In this case, updating can be performed in polynomial time if the topology is a tree \cite{38}. Apart from that, computing lower (and upper) probabilities is an NP-hard problem even in trees. If no constraints are imposed on the topology of the network \cite{30}, the problem is not even approximable in polynomial time \cite{32,58} (in fact this result is shown for a similar problem, but the complexity extends to CN inferences). Hence, for those networks where the inference cannot be processed by an exact method, approximate algorithms come in place and can handle much larger networks \cite{4,14,16,17,20,24,34,41,48}.

Other approaches to exact inference are also based on generalizations of the most known algorithms for Bayesian networks. For instance, the variable elimination technique of Bayesian networks \cite{40} corresponds, in a credal setting, to a symbolic variable elimination, where each elimination step defines multilinear constraints among the different conditional probabilities where the variable to be eliminated appears. The elimination is said symbolic because numerical calculation are not performed, instead constraints are generated to later be treated by a specialized (non-linear) optimization software. Overall, this corresponds to a mapping between CNs updating as in \cite{16} and multilinear programming \cite{13}. Similarly, the recursive conditioning technique of Bayesian networks \cite{26} can be used to transform the problem into an integer linear programming problem \cite{31}. Other exact inference algorithms examine potential extreme points of the strong extension according to different strategies in order to produce the required lower/upper values \cite{14,18}, but are very limited in the size of networks that they can handle.

Concerning approximate inference, there are three types: (i) inner approximations, where a (possibly local optimal) solution is returned; (ii) outer approximations, where an outer bound to the objective value is obtained (but no associated feasible solution), and (iii) other methods that cannot guarantee to be inner or outer. Some of these algorithms emphasize enumeration of extreme points, while others resort to non-linear optimization techniques. Outer methods produce intervals that enclose the correct lower and upper probabilities, and are usually based on some relaxation of the original problem. Possible techniques include branch-and-bound methods \cite{28,31}, relaxation of probability values \cite{16}, or relaxation of the constraints that define the optimization problem \cite{16}. Inner approximation methods search through the feasible region of the problem using well-known techniques, such as genetic programming \cite{17}, simulated annealing \cite{14}, hill-climbing \cite{15}, or even specialized multilinear optimization methods \cite{19,20}. Finally, there are methods that cannot guarantee the quality of the result, but usually perform very well in practice. For instance, loopy propagation is a popular technique that applies Pearl’s propagation to multiply connected Bayesian networks \cite{59}; propagation is iterated until probabilities converge or for a fixed number of iterations. In \cite{47}, Ide and Cozman extend these ideas to belief updating on CNs, by developing a loopy variant of 2U that makes
the algorithm usable for multiply connected binary CNs. This idea has been further exploited by the generalized loopy 2U, which transforms a generic CN into an equivalent binary CN, which is indeed updated by the loopy version of 2U [4].

5.4 Inference on CNs as a Multilinear Programming Task

In this section we describe by examples two ideas to perform exact inference with CNs: symbolic variable elimination and recursive conditioning. In both cases, the procedure generates a multilinear programming problem, which must be later solved by a specialized software. Multilinear problems are composed of multivariate polynomial constraints and objective where the exponents of optimization variables are either zero or one, that is, each non-linear term is formed by a product of distinct optimization variables.

Example 5.3 (multilinear programming). Consider the task of computing $P(s|\neg d)$ in the CN of Example 4.5. In order to perform this calculation, we write a collection of multilinear constraints to be later processed by a multilinear programming solver. The objective function is defined as

$$\min P(s|\neg d)$$

subject to

$$P(s|\neg d) \cdot P(\neg d) = P(s,\neg d),$$

and then two symbolic variable eliminations are used, one with query $\{s, \neg d\}$ and another with query $\{\neg d\}$, to build the constraints that define the probability values appearing in Expression (22). Note that the probability values $P(s|\neg d)$, $P(\neg d)$, and $P(s,\neg d)$ are viewed as optimization variables such that the multilinear programming solver will find the best configuration to minimize the objective function that respects all constraints. Strictly speaking, the minimization is over all the $P$s that appear in the multilinear programming problem. Expression (22) ensures that the desired minimum value for $P(s|\neg d)$ is indeed computed as long as the constraints that specify $P(\neg d)$ and $P(s,\neg d)$ represent exactly what is encoded by the CN. The idea is to produce the bounds for $P(s|\neg d)$ without having to explicitly compute the extension of the network.

The symbolic variable elimination that is executed to write the constraints depends on the variable elimination order, just as the bucket elimination in Bayesian networks [40]. In this example, we use the elimination order $S, B, C$. For the computation of the probability of the event $\{s, \neg d\}$ using that order, the variable elimination produces the following list of computations, which in our case are stored as constraints for the multilinear programming problem (details on variable elimination can be found in [40, 52]):

- Bucket of $S$: $\forall c', \forall b': P(s, c', b') = P(s) \cdot P(c'|s) \cdot P(b|s')$ [22] No variable is summed out in this step because $S$ is part of the query. Still, new intermediate values (marked in bold) are defined and will be processed in the next step. In a usual variable elimination, the values $P(s, c', b')$, for every $c', b'$, would be computed and propagated to the next bucket. Here instead optimization variables $P(s, c', b')$ are included in the multilinear programming problem.

[22] Lowercase letters with a prime are used to indicate a generic state of a binary variable.
Bucket of $B$: \[ \forall c' : P(s, c', -d) = \sum_{c} P(s, c', b) \cdot P(-d|c', b). \]
In this bucket of $B$ is summed out (eliminated) in the probabilistic interpretation. New intermediate values $P(s, c', -d)$ (for every $c'$) appear and will be dealt in the next bucket (again, in a usual variable elimination, they would be the propagated values).

Bucket of $C$: \[ P(s, -d) = \sum_{c'} P(s, c', -d). \]
By this equation $C$ is summed out, obtaining the desired result. In the multilinear interpretation, the optimization variables $P(s, c', -d)$ are employed to form a constraint that defines $P(s, -d)$.

In bold we highlight the intermediate probability values that are not part of the CN specification, so they are solely tied by the equations just presented to the probability values that are part of the input (those not in bold). Overall, these equations define the value of $P(s, -d)$ in terms of the input values of the problem.

The very same idea is employed in the symbolic computation of the probability of $-d$:

- Bucket of $S$: \[ \forall c', \forall b' : P(c', b') = \sum_{s'} P(s') \cdot P(c'|s') \cdot P(b'|s'). \]
  Now $S$ is not part of the query, so it is summed out. Four constraints (one for each joint configuration $c', b'$) define the values $P(c', b')$ in terms of the probability values involving $S$.
  - Bucket of $B$: \[ \forall c' : P(c', -d) = \sum_{b'} P(c', b') \cdot P(-d|c', b'). \]
    Here $B$ is summed out, and the (symbolic) result is $P(c', -d)$, for each $c'$.
  - Bucket of $C$: \[ P(-d) = \sum_{c'} P(c', -d). \]
    This final step produces the glue between values $P(c', -d)$ and $P(-d)$ by summing out $C$.

Finally, the constraints generated by the symbolic variable elimination are put together with those forcing the probability mass functions to lie inside their local CSs, which are simply those specified in Example 4.5. All these constraints are doing is to formalise the dependence relations between the variables in the network, as well as the local CS specifications. Clearly, a different elimination ordering would produce a different multilinear program leading to the same solution. The chosen elimination order has generated terms with up to three factors, that is, polynomials of order three.

We illustrate another idea to generate constraints based on multilinear programming, which uses the idea of conditioning. Instead of a variable elimination, we keep an active set of conditioning variables that cut the network graph, in the same manner as done by the recursive conditioning method for Bayesian networks.

**Example 5.4 (conditioning).** Let us evaluate $P(-d)$ and write the constraints that define it, we have:

- **Cut-set $\{S\}$:** \[ P(-d) = \sum_{s'} P(s') \cdot P(-d|s'). \]
  In this step, the probability of $D$ is conditioned on $S$ by one constraint. New intermediate probability values arise (in bold) that are not part of the network specification. Next step takes $P(-d|s')$ to be processed and defined through other constraints.

- **Cut-set $\{S, C\}$:** \[ \forall s' : P(-d|s') = \sum_{c'} P(c'|s') \cdot P(-d|s', c'). \]
  The probability of $D|S$ is conditioned on $C$ by two constraints (one for each value of $S$). Again, new intermediate values appear in bold, which are going to be treated in the next step.
• Cut-set \(\{C, B\}\): \(\forall s', \forall c' : P(\neg d|s', c') = \sum_{b'} P(b'|s') \cdot P(\neg d|c', b').\) Here \(D|S, C\) is further conditioned on \(B\) by using four constraints (one for each value of \(S\) and \(C\)), which leaves only \(C\) and \(B\) in the cut-set (\(D\) is independent of \(S\) given \(C, B\)). The probability values that appear are all part of the network specification, and thus we may stop to create constraints. \(P(\neg d)\) is completely written as a set of constraints over the input values.

As in the previous example, the cut-set constraints are later put together with the local constraints of the CSs, as well as the constraints to specify \(P(s, \neg d)\) (in this example, this last term is easily defined by a single constraint: \(P(s, \neg d) = P(s) \cdot P(\neg d|s)\), because the latter element had already appeared in the cut-set constraints for the cut \(\{S, C\}\) and thus is already well-defined by previous constraints).

The construction of the multilinear programming problem just described takes time proportional to an inference in the corresponding precise Bayesian network. The great difference is that, after running such transformation, we still have to optimize the multilinear problem, while in the precise case the result would already be available. Hence, to complete the example, we have run an optimizer over the problems constructed here to obtain \(P(s|\neg d) = 0.1283\). Replacing the minimization by a maximization, we get \(P(s|\neg d) = 0.4936\). Performing the same transformation for \(d\) instead of \(\neg d\), we obtain \(P(s|d) \in [0.2559, 0.7074]\), that is, the probability of smoking given dyspnoea is between one fourth and seventy percent, while smoking given not dyspnoea is between twelve and forty-nine percent. The source code of the optimization problems that are used here are available online in the address \texttt{http://ipg.idsia.ch/}. The reader is invited to try them out.

6 Further Reading

We conclude this chapter by surveying a number of challenges, open problems, and alternative models to those we have presented here.

We start with a discussion on probabilistic graphical models with imprecision other than credal networks with strong independence. As noted in Section 5.3, the literature has recently started exploring an alternative definition of credal network where strong independence is replaced by the weaker concept of epistemic irrelevance \([38]\) (some earlier work in this sense was also done in \([33]\)). This change in the notion of independence used by a credal network affects the results of the inferences \([38\] Section 8) even if the probabilistic information with which one starts is the same in both cases (in particular the inferences made under strong independence will be never less precise, and typically more precise, than those obtained under irrelevance). This means that it is very important to choose the appropriate notion of independence for the domain under consideration.

Yet, deciding which one is the ‘right’ concept for a particular problem is not always clear. A justification for using strong independence may rely on a sensitivity analysis interpretation of imprecise probabilities: one assumes that some ‘ideal’ precise probability satisfying stochastic independence exists, and that, due to the lack of time or other
resources, can only be partially specified or assessed, thus giving rise to sets of models that satisfy stochastic independence. Although this seems to be a useful interpretation in a number of problems, it is not always applicable. For instance, it is questionable that expert knowledge should comply with the sensitivity analysis interpretation.

Epistemic irrelevance has naturally a broader scope, as it only requires that some variables are judged not to influence other variables in a model. For this reason, research on epistemic irrelevance is definitely a very important topic in the area of credal networks. On the other hand, at the moment we know relatively little about how practical is using epistemic irrelevance. The paper mentioned above [38] sheds a positive light on this, as it shows that tree-shaped credal networks based on irrelevance can be updated very easily. This, for instance, is not the case of trees under strong independence [58]. But that paper also shows that irrelevance can frequently give rise to dilation [62] in a way that may not always be desirable. This might be avoided using the stronger, symmetrized, version of irrelevance called epistemic independence. But the hope to obtain efficient algorithms under this stronger notion is much less that under irrelevance. Also, epistemic irrelevance and independence have been shown to make some of the graphoid axioms fail [21], which is an indication that the situation on the front of efficient algorithms could become complicated on some occasions.

In this sense, the situation of credal networks under strong independence is obviously much more consolidated, as research on this topic has been, and still is, intense, and has been going on for longer. Moreover, the mathematical properties of strong independence make it particularly simple to represent a credal network as a collection of Bayesian networks, and this makes quite natural to (try to) extend algorithms originally developed for Bayesian networks into the credal setting. This makes it easier, at the present time, to address applications using credal networks under strong independence.

In summary, we believe that it is too early to make any strong claims on the relative benefits of the two concepts, and moreover we see the introduction of models based on epistemic irrelevance as an exciting and important new avenue for research on credal networks.

Another challenge concerns the development of credal networks with continuous variables. Benavoli et. al [10] have proposed an imprecise hidden Markov model with continuous variables using Gaussian distributions, which produces a reliable Kalman filter algorithm. This can be regarded as a first example of credal network with continuous variables over a tree topology. Similarly, the framework for the fusion of imprecise probabilistic knowledge proposed in [9] corresponds to a credal network with continuous variables over the naive topology. These works use coherent lower previsions for the general inference algorithms, and also provide a specialized version for linear-vacuous mixtures. The use of continuous variables within credal networks is an interesting topic and deserves future attention.

Decision trees have been also explored [46, 50, 51, 64, 65]. Usually in an imprecise decision tree, the decision nodes and utilities are treated in the same way as in their precise counterpart, while chance nodes are filled with imprecise probabilistic assessments.

---

[21] The first formalisation of the notion of credal network was based on strong independence [18].
The most common task is to find the expected utility of a decision or find the decisions (or strategies) that maximize the expected utility. However, the imprecision leads to imprecise expected utilities, and distinct decision criteria can be used to select the best strategy (or set of strategies). By some (reasonably simple) modifications of the tree structures, it is possible to obtain a credal network (which is not necessarily a tree) whose inference is equivalent to that of the decision tree. In a different approach, where the focus is on classification, imprecise decision trees have been used to build more reliable classifiers [1].

Qualitative and semi-qualitative networks, which are Bayesian networks extended with qualitative assessments about the probability of events, are also a type of credal network. The (semi-)qualitative networks share most of the characteristics of a credal network: the set of random variables, the directed acyclic graph with a Markov condition, and the local specification of conditional probability mass functions in accordance with the graph. However, these networks admit only some types of constraints to specify the local credal sets. For example, qualitative influences define that the probability of a state $s$ of a variable is greater given one parent instantiation than given another, which indicates that a given observed parent state implies a greater chance of seeing $s$. Other qualitative relations are additive and multiplicative synergies. The latter are non-linear constraints and can be put within the framework of credal sets by extending some assumptions (for example, we cannot work only with finitely many extreme points). Qualitative networks have only qualitative constraints, while semi-qualitative networks also allow mass functions to be numerically defined. Some inferences in qualitative networks can be processed by fast specialized algorithms, while inferences in semi-qualitative networks (mixing qualitative and quantitative probabilistic assessments) are as hard as inferences in general credal networks [29, 32].

Markov decision processes have received considerable attention under the theory of imprecise probability [49, 63]. In fact, the framework of Markov decision process has been evolved to deal with deterministic, non-deterministic and probabilistic planning [45]. This has happened in parallel with the development of imprecise probability, and recently it has been shown that Markov decision processes with imprecise probability can have precise and imprecise probabilistic transitions, as well as set-valued transitions, thus encompassing all those planning paradigms [43]. Algorithms to efficient deal with Markov decision processes with imprecise probabilities have been developed [41, 49, 51, 63, 66].

Other well-known problems in precise models have been translated to inferences in credal networks in order to exploit the ideas of the latter to solve the former. For instance, the problem of strategy selection in influence diagrams and in decision networks was mapped to a query in credal networks [30]. Most probable explanations and maximum a posteriori problems of Bayesian networks can be also easily translated into credal networks inferences [30]. Inferences in probabilistic logic, when augmented by stochastic irrelevance/independence concepts, naturally become credal network inferences [22, 23, 35]. Other extensions are possible, but still to be done. For example, dynamic credal networks have been mentioned in the past [12], but are not completely formalised and widely used. Still, hidden Markov models are a type dynamic Bayesian networks, so the same
relation exists in the credal setting. Besides imprecise hidden Markov models, dynamic
credal networks have appeared to model the probabilistic relations of decision trees and
Markov decision processes. Moreover, undirected probabilistic graphical models (such
as Markov random fields) can clearly be extended to imprecise probabilities. Markov
random fields are described by an undirected graph where local functions are defined
over the variables that belong to a same clique. These functions are not constrained to
be probability distribution, as the whole network is later normalized by the so called
partition function. Hence, the local functions can be made imprecise in order to build an
imprecise Markov random field, on which inferences would be more reliable.

Overall, a number of probabilistic graphical models with imprecision other than
credal networks has been proposed in the literature. We devoted most of this chapter
to credal networks because their theoretical development is already quite mature, thus
making it possible to show the expressive power (as well as the computational challenges)
of approaches based on imprecise probabilities. Furthermore, credal networks have
been already applied in a number of real-world problems for the implementation of
knowledge-based expert systems (see [2, 3, 37] for some examples, and [61] for a tutorial
on implementing these applications). Applications to classification will be considered in
the next chapter.
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